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ANALYSIS AND DESIGN OF ROBUST DISTURBANCE OBSERVERS

SUMMARY

Robustness has been one of the most defining features of control systems since the
classical control period. In the early days, the robustness of the control system
was expressed using concepts like phase margin and gain margin, adapted from
telecommunications engineering, and this terminology was faithfully used during the
period when the significant achievements of modern control theory were demonstrated.
However, by the end of the 70s, two separate developments marked the beginning of
the golden age of robust control theory. The first of the developments that heralded
this new era is Kharitonov’s theorem, which established a new field of research for
examining the stability of systems with parametric uncertainty. The other is John
Doyle’s demonstration that even in a single-input, single-output system, the LQG
regulator does not have any guaranteed robustness margin, unlike the LQ regulator.
While the first formed the basis of the research field known as the parametric approach,
the other was one of the precursors of the H., theory.

Since then, robust control has been seen as an independent sub-branch of control
theory. Both approaches reached their peak with both theoretical and practical
applications throughout the 1980s and 1990s. On the other hand, it has been shown
that more robust closed-loop systems can be developed by changing the structure of
the controller. One of the prominent methods is the approach known in the literature
as the disturbance-observer (DOB). This approach, which enables the prediction and
cancellation of disturbances and uncertainties that impact the system at its input, has
been widely implemented, particularly in practical applications. On the other hand,
the theoretical limits of the method, its analysis under uncertainty, and its design with
newly developed robust control methods have lagged behind practical applications.
Although theoretical studies have been carried out especially with the H., approach
since the 2000s, DOB design and analysis under parametric uncertainties have not
attracted the attention of researchers sufficiently. The main purpose of this thesis is
to develop new approaches for both the analysis and design of disturbance observers
under parametric uncertainties.

In the analysis of systems with parametric uncertainty, how the uncertainties are
modeled is the factor that directly affects the analysis method. In Kharitonov’s
paradigm, the parametric uncertainty bounding set is usually expressed as a box, which
corresponds to the L. representation of the parameter box. However, the [, analog of the
same representation is also possible. In fact, this representation is more suitable for the
situation where the mathematical model is obtained by linear or nonlinear regression
methods under system identification approach. Based on this, in the first part of the
thesis, the answer to the question of "How much uncertainty can be tolerated with the
DOB structure?", has been sought.
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Although approaches in the frequency domain produce effective results for DOB
analysis, new challenges arise when the problem is expressed in the state space. Two
approaches have come to the fore for examining parametric uncertainties in the state
space. The first of these is to move the problem to the frequency domain where
there are theorems and mathematical tools mature enough to examine parametric
uncertainties. However, when this method is utilized, even the simplest interval
system matrices show themselves as a affine-linear or more complex polynomial when
expressed as a polynomial. Therefore, design in state space was seen as a "hard
nut to crack" problem, in Yedevalli’s words, and pushed control theorists to different
research directions. The other method is to consider the problem directly in the state
space. Although similar difficulties exist in this approach, when designing directly
in the state space, the use of proven state space methods is also possible. Although
new solutions are proposed, especially under the concept of quadratic stability, the
nature of the problem condemns control theorists to use conservative approaches.
In addition, a suitable Lyapunov function has not yet been proposed in the case
where the design regions used to limit the parametric uncertainties are disjoint. The
second contribution put forward within the scope of the thesis is the guardian-map
approach, which offers less conservative disturbance observer design. Thanks to the
method, robustness criteria can be assigned for each nominal eigenvalue separately
and the disturbance observer is designed to meet this criterion. In this way, the
inherent trade-off between robustness of the disturbance observer and the disturbance
observer bandwidth is decided according to whether the closed-loop system satisfies
the previously determined eigenvalue spread criterion.

Advantages of considering the problem in state space include the possibility to use
LMI tools and the incorporation of useful methods such as eigenstructure assignment
into the solution of the problem. Many control problems can be expressed in LMI
form, and these LMIs can be formulated as appropriate convex optimization problems.
The LMI framework is particularly useful for expressing parametric uncertainties
and constraining eigenvalue spread. However, when the dominant methods in the
literature are examined, the design regions defined by the LMI approach are not
defined separately for each eigenvalue, but a combined LMI design region is defined
for all eigenvalues. This situation complicates the eigenvalue assignment problem and
does not allow defining different robustness criteria between the eigenvalues in the
non-dominant region, which is less important for the design, and the dominant region
eigenvalues, which determine the behavior of the system.

In addition, when the eigenstructure assignment methods are considered, the
methods for minimizing the sensitivity of the system dominate the literature,
instead of expressing the parametric uncertainties directly.  Although robust
eigenstructure assignment methods based on H.-based approaches have been
proposed, eigenstructure assignment methods have not been sufficiently studied in
direct parametric uncertainty system design. In the eigenstructure assignment methods,
since the eigenvalues are assigned strictly at the beginning of the design, the vector
space to which the eigenvectors can be assigned in the rest of the design is also
limited. In order to overcome this, although methods such as regional assignment,
partial eigenvalue assignment and loose eigenstructure assignment are suggested in the
literature, suppressing the effect of parametric uncertainties has not been the primary
design criterion in these approaches.
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In order to fill these gaps in the literature, a new design method has been proposed,
and in this approach, the robustness of the system to parametric uncertainties has been
made the primary criterion of the design, and a novel disturbance observer design
method has been proposed by using eigenstructure assignment and LMI approaches
together for this purpose. The approach does not require any heuristic algorithms
or global optimization methods, as well as allowing the solution of the robust root
clustering problem for disjoint design regions. As a result, the method inevitably
suffers from conservatism. However, the design reduces the problem of finding robust
eigenvectors to finding the appropriate one among a finite number of eigenvectors.

As a conclusion, within the scope of this thesis, a method is proposed to examine
the robustness of the disturbance observer under parametric uncertainties, and two
new design methods are proposed to limit the eigenvalue spread in the state space
within the disjoint design regions determined for each nominal eigenvalue. By using
the obtained results, a disturbance observer in the state space is designed for systems
with parametric uncertainty and the results are shared.
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DAYANIKLI BOZUCU GOZLEYICILERININ ANALIZ VE TASARIMI

OZET

Dayaniklilik klasik kontrol doneminden beri kontrol sistemlerinin en belir-
leyici ozelliklerinden olmustur. Ik donemlerde kontrol sisteminin dayanikliligi
telekomiinikasyon miihendisliginden uyarlanan faz marjini ve kazan¢ marjini gibi
terimler ile ifade edilmistir ve bu terminoloji modern kontrol teorisinin en parlak
basarilarinin ortaya kondugu donemde sadakatle kullanilmistir. Ancak 70lerin sonuna
gelindiginde dayanmikli kontrol teorisinin altin ¢agimin baslangict iki ayr1 koldan
ilan edilmigtir. Bu yeni donemi miijdeleyen gelismelerden ilki, tamamen yeni bir
aragtirma alaninin yolunu acan ve parametrik belirsizlikli sistemlerin kararliliginin
incelenmesine olanak saglayan Kharitonov teoremidir. Digeri ise, John Doyle’un,
tek girigli, tek ¢ikiglt bir sistemde bile, LQ regiilatoriiniin aksine, LQG regiilatoriiniin
herhangi bir garantili saglamlik marjina sahip olmadigini gostermesidir.  Ilki
parametrik yontem olarak bilinen arastirma alaninin temelini olustururken digeri He.
teorisinin Onciillerinden biri olmustur.

Bu tarihten itibaren dayanikli kontrol, kontrol teorisinin miistakil bir alt dali olarak
goriilmiistiir. Her iki yaklagimda 80°1i ve 90’11 yillarda teorik ve pratik uygulamalarla
zirveye ulagsmugstir. Ancak bir taraftan da kontroloriin yapisim1 degistirerek daha
dayanikli kapali ¢evrim sistemlerin gelistirilebilecegi gosterilmistir.  One ¢ikan
yontemlerden biri literatiirde bozucu gozleyicisi olarak bilinen yaklasimdir. Sisteme
etki eden bozucularin ve belirsizliklerin bir sekilde kestirilip sistem girisinde iptal
edilmesine imkan taniyan bu yaklasim 6zellikle pratik uygulamalarda kendisine ¢ok
fazla yer bulmugtur. Buna mukabil yontemin teorik sinirlari, belirsizlik altinda
analizi ve yeni gelisen dayanikli kontrol yontemleri ile tasarimi gibi konular pratik
uygulamalarin gerisinde kalmistir. Her ne kadar 2000’11 yillardan itibaren 6zellikle He.
yaklagimui ile teorik caligmalar ortaya konsa da parametrik belirsizlikler altinda DOB
tasarimi ve analizi konular arastirmacilarin ilgisini yeterince ¢ekmemistir. Bu tezin
temel amaci bozucu gozleyicilerinin parametrik belirsizlikler altinda hem analizi hem
de tasarimi icin yeni yaklasimlar gelistirmektir.

Parametrik belirsizlikli sistemlerin analizinde belirsizliklerin nasil modellendigi analiz
metodunu dogrudan etkileyen faktordiir. Kharitonov’un oniinii actig1 yaklasimda
parametrik belirsizlik sinirlama kiimesi genellikle kutu seklinde ifade edilir bu da
parametre kutusunun /. temsiline denk gelir. Halbuki ki aym temsilin /> analogu
da mimkiindiir. Hatta bu temsil, matematiksel modelin sistem tanima altinda lineer
veya nonlineer regresyon yontemleri ile elde edildigi duruma daha uygundur. Buradan
yola ¢ikilarak tezin ilk boliimiinde frekans tanim bolgesinde "DOB yapisi ile ne kadar
belirsizlik tolere edilebilir?" sorusuna cevap aranmustir.

Her ne kadar frekans tanim bdlgesindeki yaklasgimlar DOB analizi i¢in etkili
sonuglar iiretse de problem durum uzayinda ifade edildiginde yeni zorluklar ortaya
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cikmaktadir. Durum uzayinda parametrik belirsizliklerin incelenmesi i¢in iki yaklagim
on plana ¢ikmistir. Bunlardan ilki problemi parametrik belirsizliklerin incelenmesi
icin yeterince giiclii teoremlerin ve matematiksel araclarin oldugu frekans tanim
bolgesine tagimaktir. Halbuki bu yontem ile ilerlendiginde en basit interval sistem
matrisleri bile polinom olarak ifade edildiginde kaymis lineer veya daha karmasik
yapida bir polinom olarak kendini gostermektedir. Dolayisi ile durum uzayinda
tasarim Yedevalli’nin deyimi ile "cetin ceviz" bir problem olarak goriilmiis ve kontrol
teorisyenlerini farkli arayislara itmistir. Diger yontem ise problemi dogrudan durum
uzayinda ele almaktir. Benzer zorluklar bu yaklasimda da mevcut olmasina ragmen
dogrudan durum uzayinda tasarim yapildiginda basarisi ispatlanmis durum uzayi
yontemlerinin kullanmilmasiin da 6nii acilmaktadir. Ozellikle quadratic kararlilik
konsepti altinda yeni ¢Oziimler Onerilse de problemin dogas1 kontrol teorisyenlerini
konservatif yaklagimlara mahkum etmektedir. Ayrica parametrik belirsizliklerin
sinirlandirilmast i¢in kullanilan tasarim bolgelerinin ayrik oldugu durumda uygun bir
Lyapunov fonksiyonu heniiz Onerilememistir. Tez kapsaminda 6ne siiriilen ikinci
yenilik daha az tutuculuk Oneren guardian-map yaklasimi ile bozucu gozleyicisi
tasartmidir. ' Yontem sayesinde her bir nominal 6zdeger icin ayr1 ayr1 dayaniklilik
kriteri atanabilmekte ve bozucu gozleyicisi bu kriteri saglamak icin tasarlanmaktadir.
Bu sayede bozucu gozleyicisinin yapist geregi var olan dayaniklilik ve DOB bant
genigligi arasindaki ddiinlesmede, kapali cevrim sistemin daha 6nce belirlenen 6zdeger
sacimim kriterini saglayip saglamamasina gore karar verilmektedir.

Problemi durum uzayinda ele almanin avantajlar1 arasinda LMI araglarinin kul-
laniminin miimkiin olmasi ve 6zdeger-6zvektor atamast gibi kullanigh yontemlerin
problemin ¢oziimiine dahil edilebilmesi yer almaktadir. Pek ¢ok kontrol problemi LMI
formunda ifade edilebilir ve bu LMI’lar uygun digbiikey optimizasyon problemleri
olarak formiile edilebilir. Ozellikle parametrik belirsizlikleri ifade etmek ve 6zdeger
sacimmmimi sinirlamak icin LMI cercevesi kullamighdir.  Ancak literatiirde baskin
olarak kullanilan yontemler incelendiginde LMI yaklasimi ile tanimlanan tasarim
bolgeleri her bir 6zdeger i¢in ayr1 ayr1 tammmlanmamakta, tiim 6zdegerler i¢in birlesik
bir LMI tasarim bolgesi tanimlanmaktadir. Bu durum 6zde8er atama problemini
zorlastirmakta, tasarim i¢in daha az 6neme sahip baskin olmayan bolgedeki 6zdegerler
ile sistemin davranigini belirleyen baskin bolge 6zdegerleri arasinda farkli dayaniklilik
kriterleri tanimlanmasina imkan vermemektedir.

Bunun yaninda 6zdeger-ozvektor atama yontemleri ele alindifinda yaklagim olarak
parametrik belirsizliklerin dogrudan ifade edilmesi yerine sistemin duyarliligim
minimize etmeye yoOnelik yontemler literatiirii domine etmektedir. H. tabanl
yaklagimlarin temel alindig1 dayanikl 6zdeger-6zvektor atama yontemleri 6nerilmis
olsa da dogrudan parametrik belirsizlikli sistem tasarimi konusunda 6zdeger-6zvektor
atama yontemleri yeteri kadar incelenmemistir. Ozdeger-6zvektor atama yontem-
lerinde, yaklasim olarak Ozdegerler tasarimin basinda kesin olarak atandigi ic¢in
tasarimin geri kalaninda 6zvektorlerin atanabilecegi vektor uzayr da sinirlanmakta,
dolayis1 ile D-karalilik s6z konusu oldugunda durum uzayr yaklagimin tasarim
serbestligi 0zdeger-6zvektor atama yontemlerinde dayaniklilik lehine yeterince
kullanilamamaktadir. Bunu agmak adina literatiirde bolgesel atama, kismu 6zdeger
atama ve gevsek 6zdeger-ozvektor atama gibi yontemler Onerilse de bu yaklagimlarda
da parametrik belirsizliklerin etkisini bastirmak oncelikli tasarim kriteri olmamustir.
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Literatiirde yer alan bu bogluklar1 doldurmak adina yeni bir tasarim yontemi 6nerilmis,
bu yaklasimda hem sistemin parametrik belirsizliklere karsi dayanikliligi dogrudan
tasarimin Oncelikli kriteri haline getirilmis hem de 6zdeger-6zvektor atama ve LMI
yaklagimlar1 bu amag i¢in birlikte kullanilarak 6zgiin bir bozucu gozleyicisi tasarim
yontemi ortaya konmustur. Yaklasim ayrik tasarim bolgeleri icin dayamikli kutup
kiimeleme (robust root clustering) probleminin ¢oziimiine olanak saglamanin yani
sira herhangi bir sezgisel algoritma veya gobal optimizasyon yontemine ihtiyag
duymamaktadir. Bunun bir sonucu olarak yontem tutuculuktan kac¢inilmaz olarak
mustariptir. Ancak tasarim dayanikli 6zvektorlerin bulunmasi problemini sonlu sayida
0zvektor arasindan uygun olaninin bulunmasina indirgemistir.

Ozetle, bu tez kapsaminda bozucu gozleyicisini parametrik belirsizlikler altinda
dayaniklilifinin incelenmesi i¢in bir yontem Onerilmis, durum uzayinda 6zdeger
sacinimini her bir nominal 6zdegere 6zgii belirlenen ayrik tasarim bolgeleri icerisinde
sinirlamak icin iki yeni tasarim yontemi onerilmistir. Elde edilen sonuglar kullanilarak
parametrik belirsizlikli sistemler i¢in durum uzayinda bozucu gozleyicisi tasarlanmis
ve sonuglar paylasilmistir.
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1. INTRODUCTION

1.1 Motivation

Robustness is one of the fundamental concepts that has occupied the minds of
feedback control theorists since the classical control period. Since uncertainties and
disturbances affect the system performance dramatically, the concept of robustness
should be considered as one of the primary control system design criteria especially in
applications that require aggressive tracking performance such as inertially stabilized
platforms and motion control systems operating in harsh environments. In order to
tackle these constraints, disturbance observer-based control systems are taking more
attention. However, as it is indicated in [1], robustness analysis on DOB based control
system still lacks detailed results, especially in parametric theory. Here, an answer to
the question of ” how much uncertainty can be dealt with the DOB structure?”, in a

systematic manner using a parametric approach is sought.

A suitable analysis framework is essential for putting forward the weaknesses and
potentials of the disturbance observer based control systems. Although mainstream
H..-based robust control methods were dominant in the literature, their complexity
and conservative nature brought forward an alternative line of research called the
parametric approach. The majority of the robustness analyses in DOB based control
systems have stayed in the non-parametric area. Therefore, the first part of the study
deals with the robustness analysis of DOB based control system using a spherical
polynomial method. This approach enables the analysis of different cases where DOB
based control systems lose their superiorities. By utilizing the value set concept, a
graphical examination of the robustness analysis is validated. The theoretical results

have been discussed on a motion control system model.

On the other hand, designing a robust disturbance observer-based control system
has gained the attention of researchers since the early 2000s. However, the main

driving force of those research directions is not to tackle the effect of parametric



uncertainties. Although several attempts have been carried out based on the Kharitonov
methods, theoretical studies still lag behind practical developments. One of the main
reasons for these difficulties is to find a suitable framework for designing disturbance
observer-based control systems under parametric uncertainties. Therefore, the second
part of the thesis focuses on different design approaches that prioritize reducing the

effects of parametric uncertainties as the main design objective.

1.2 Literature Review

1.2.1 Robust control

In the 1970s, it was discussed aloud that LQG control has robustness problems against
changes in system parameters and unmodeled dynamics [2]. Without a doubt, the paper
written by Doyle [3] , which is one of the most influential publications on the subject,
has opened an important gateway for robust control system research. In parallel with
the discussion of how to modify LQG, new optimization problems based on the H.
norm, have been proposed [4]. It is known that the H., norm is closely related with the
largest singular value of the frequency response of the system and hence the worst-case

amplification of the error [5], [6].

Almost at the same period as Doyle’s paper, [3], an important discovery was made by
Kharitonov, who showed a way of determining the stability of an interval polynomial
family by examining only four vertex polynomials [7]. This progress led to another
branch of robust control theory called the parametric approach. Following years,
many researchers contributed to this elegant theory. In 1989, Mansour showed
that fewer than four polynomials are enough to determine the stability if the order
of the polynomial is less than 6 [8], Barlett, Hollot and Huang showed that edge
polynomials must be checked to determine the stability of affine linear polynomials
[9]. A generalization of Kharitonov’s findings is examined in [10], [11]. Although
Kharitonov-based methods [7] open up new horizons in designing systems with
parametric uncertainty in the frequency domain, the available tools do not show the
same success when it comes to matrix families. As Yedevalli stated in [12], checking
robust stability in matrix families is a tougher problem than checking in polynomial

families. The study in [13] may give a profound insight into the topic.



Since DOB based control methods are seldomly examined from the parametric point
of view one of the aims of this study is to contribute to the DOB analysis literature
by utilizing the parametric approach. Another aim of the study is to propose a new
eigenstructure assignment method for restricting closed-loop eigenvalue spread in
disjoint regions for matrices with parametric uncertainty, as well as to bring a different

approach to the design of the disturbance observer in the state space.

1.2.2 Disturbance observer

It is not surprising to those who are interested in the history of control that the
intellectual foundations of many of the control methods and ideas we use today have
been introduced in the years of modern control theory. The basis of the disturbance
observer idea dates back to the 1960s, justifying this determination [14]. Johnson’s
proposed structure [15] for estimating fixed disturbances acting on the system within
the framework of optimal control can be considered the basis of the disturbance
observer idea used today. His other publication [16], which proposes to predict the
external disturbances that affect the system besides the states of the system, includes

the idea known as the extended state observer today.

The disturbance observer structure, as used today, was first proposed to reduce the
sensitivity to a parameter change, nonlinear effects, and other disturbances in servo

motor control [17] and was used in the motion control framework in [18].

In conventional control applications, the disturbance is used to express the
uncontrollable quantities that affect the system from the outside. With this definition,
disturbance rejection performance is considered one of the basic design criteria for
many methods, from loop shaping to H.. [19]. However, some approaches that treat
parametric uncertainties and unmodeled dynamics of the system as disturbance [20].
The reader may found an extensive discussion on this topic in [19]. To the best of
the authors’ knowledge, the most general and inclusive approach to the nature of the
disturbance is given by the concept of active disturbance rejection proposed by Han.
According to this approach, there is no need for a detailed mathematical model of the
system [19]. If the term disturbance is used in the most general sense, the control

problem becomes a disturbance suppression problem [21], [22].



Many researchers have described similar ideas at different times with different names,
and there has been an overwhelming accumulation of DOB-based methods in the
literature. The reader should refer to [23] to evaluate the observer-based approaches
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such as “unknown input observer”, “equivalent input disturbance”, “extended state
observer”, “generalized PI observer” [24], “disturbance and uncertainty estimation”,
“active disturbance rejection”. In [25], the advantages and disadvantages of many

observer based methods used in practical applications are discussed.

The success of DOB-based methods in practical applications has paved the way for
theoretical analysis. Arguably, it can be said that theoretical analysis follows practical
application in the development of the disturbance observer-based approach. DOB is
used in many industrial systems such as automatic steering of a vehicle [26], CNC
machines [27], mechanical positioning systems [28], piezoelectric actuators [29], and
attitude control of a missile [30]. Although DOB has found enough application
areas in practice, the literature on theoretical analysis is still not satisfactory [23],
[31]. Therefore, different approaches are still brought about for issues such as robust
stability, the effect of right half plane zeros and poles, and time-delayed systems.
The performance and stability of DOB are studied in [32] using singular perturbation
theory, with similar results proven in the frequency domain [33]. The robust stability
conditions for minimum phase systems under parametric uncertainties are given in
[34]. In [35], it has also been shown that the phase and gain margins for minimum
phase systems can be increased arbitrarily using a DOB based approach. DOB is
also recommended for non-minimum phase systems [36—38]. In [39], a reduced-order
DOB based method is proposed to obtain a low order observer. An approach on the
case when the difference between denominator and numerator of the uncertain system
is not known exactly is proposed in [40,41]. Existingly, the criteria for robust stability
and robust performance are reduced to the bandwidth of the Q filter [42,43]. H., based
and conservative methods predominate in the literature [43—45]. Especially analyzes

under parametric uncertainty are limited [34], [46] .

1.2.3 Eigenstructure assignment for robust control

Studies on the eigenstructure assignment problem usually considered to begin with the

work of Porter and Crossley [47]. Especially after the studies [48], [49] which showed



the connection of controllability with the eigenspectrum, the research direction shifted
to questions about the relationship between the number of input/output and degrees of
freedom of the system. [50], [51] and [52] have shown that (m+ [ — 1) eigenvalues can
be arbitrarily assigned for a system with / output and m input. [S3] provides a more

extensive development of these results.

In the late 70s, with the works of [54], [55] assignment of the eigenstructure
(eigenvalues and eigenvectors) become one of the main canonical design methods
which is utilized in many time-domain problems today. On the other hand, studies
on the robustness performance of the method [56], [57] progressed in parallel. When
it comes to robustness, the most prominent method in the eigenstructure assignment
literature is the method known as the orthogonal eigenvector method [58]. At the end
of this line of research, it is pointed out that condition numbers which are obtained
by the right and left eigenvectors are closely related to the robustness of the system
[59]. Especially with the maturation of the H. theory, another robust eigenstructure
assignment approach has been proposed [60]. Considering the proposed methods, the
eigenstructure assignment problem requires a two-stage design. In the first stage,
the eigenvalue (or eigenvector) is assigned from the beginning. Then, the relevant

eigenvector (or eigenvalue) assignment is made.

However, in the case where the eigenvalues are strictly assigned beforehand, the
relevant eigenvectors must lie in the subspace spanned by the columns of (1;/ —A)~'B,
so the eigenvalues that are assigned strictly at the beginning of the procedure restrict

the design.

Nevertheless, the exact eigenvalue assignment is not always necessary. Therefore,
methods that do not assign the eigenvalues exactly are also suggested [61]. This brings
the eigenstructure assignment literature to the concept of D-stability. At this point, to
obtain more design freedom, strict partial eigenvalue assignment has been proposed

by [62] and a regional assignment method is proposed by [63].

In particular, the D-stability problem, in which the eigenvalues are aimed to remain
within a certain region, has gained significant importance in the LMI framework [64].
This method, in which all eigenvalues are restricted within a single convex region, has

found a place for itself, especially in multi-purpose control applications [65]. However,



these methods cluster all closed-loop eigenvalues in a connected region and do not
consider the eigenstructure assignment. When the assignment regions are not common
and disjoint, the assignment conditions cannot be reduced to a well-known Lyapunov

inequality. This is the main difficulty of working with the disjoint regions.

In [66], authors consider the eigenvalue location problem as a mere quadratic
optimization problem. Then, the quadratic problem is formulated as an LMI problem
with a non-convex rank constraint. This result paved the way for representing disjoint
design regions in the LMI framework. In [67], it is shown that rank condition
is not necessary if the design region is convex. In [68], an elegant method is
proposed for eigenstructure assignment for disjoint regions. However, the method
utilizes a non-convex optimization method to handle robustness concerns. Also, the
method mentioned for the nominal system is not suitable for systems with parametric

uncertainties.

This study aims to cluster uncertain eigenvalues into a disjoint region by using an
eigenstructure assignment. In the eigenstructure assignment, eigenvalues are assigned
strictly to desired points. However, instead of assigning eigenvalues to specific points,
designers may utilize design regions so that there is much more design freedom left
for further control objectives. Instead of using non-convex heuristic algorithms to
tackle the problem, we introduce a dual-stage design consisting of simple LMIs, with

a reasonable conservatism.

1.2.4 Disturbance observer design

Similar to the eigenstructure assignment literature, the roots of disturbance observer
techniques date back to the late 60s [69]. The idea of predicting external and internal
disturbances led researchers to the extended state observer [16]. In [17], Ohishi
introduces the structure of the DOB to tackle the problem of attenuating the effects

of parameter changes, disturbances, and nonlinear effects.

A similar philosophy is expressed by the researchers such as [19] in the context
of active disturbance rejection, in which uncertainties and unmodelled dynamics are
treated as a disturbance. If the most inclusive manner of the term disturbance is used,
the controller design problem becomes a disturbance attenuation problem, as indicated

in [21].



Since the idea of disturbance rejection found extensive use for itself in different
contexts of the control theory, literature is overwhelmed by the observer-based
approaches such as, “unknown input observer’, “extended state observer”,
“disturbance and uncertainty estimation”, and “active disturbance rejection” despite
being different extensions of the same idea [25]. Although DOB-based methods
find an extensive application area in the industry, the design and analysis methods
in the theoretical domain still lack profoundness as it is stated in [70] and [31]. The
robustness properties of the DOB have been investigated by several researchers, mainly
since the 2000s. In [32], the robust stability of DOB in the state-space application is
investigated by singular perturbation theory, besides similar outcomes obtained in the
frequency domain [33]. Research in the direction of DOB design under parametric
uncertainty in the frequency domain is not yet at a sufficient level. Studies in [34,42,71]

are excellent exceptions.

The author of this study has also contributed to the analysis of DOB-based control
systems via spherical polynomials [72]. However, to the best of the author’s
knowledge, there is no detailed study in the context of eigenstructure assignment for
the DOB-based control system under parametric uncertainties. One of the aims of this
study is to show that, extended loose eigenstructure structure assignment put forward

a viable solution to the problem in the time domain.

1.3 Goal and Unique Aspect of the Thesis

The first part of the thesis proposes a new analysis method for disturbance
observer-based control systems under parametric uncertainties. The study makes
several key contributions including the derivation of the analytical relationship
between the bandwidth and robustness of the disturbance observer using a spherical
polynomial representation. Additionally, the study introduces the spherical value set
approach for uncertain polynomials, which is applied for the first time to disturbance
observer-based control systems. The study also presents the first systematic statement
of the robustness margin for a given DOB-based system in the context of spherical
polynomial families. Furthermore, the study examines the non-minimum phase case

and discusses bandwidth constraints, as well as the effects of low-order DOB filter



design. Overall, the study provides valuable insights into the design and analysis of

disturbance observer-based control systems under parametric uncertainties.

The second part of the study concentrates on designing disturbance observer-based
control systems under parametric uncertainties in the state space. To this end, a
guardian-map-based disturbance observer design method is introduced first. The
proposed method enables the clustering of perturbed eigenvalues into predefined

disjoint regions.

The final part of the study proposes another method for designing disturbance
observer-based control systems under parametric uncertainties, using eigenstructure
assignment in the LMI framework. The proposed method has several novel aspects.
Firstly, it allows for the handling of robust root clustering problems for disjoint
D-regions in the context of eigenstructure assignment. Secondly, the method extends
the capability of loose eigenstructure assignment procedures to uncertain matrix
families. The method does not require any global optimization methods or heuristic
algorithms, with only simple LMIs being required to find robust controllers. Thirdly,
finding robust eigenvectors is reduced to selecting a finite number of alternatives.
Finally, the method proposes a DOB design method for parametric uncertain systems
in the context of eigenstructure assignment. Overall, these novel aspects of the
method aim to provide an effective and flexible approach to designing disturbance

observer-based control systems under parametric uncertainties.

1.4 Structure of the Thesis

Chapter 1 of the thesis provides an introduction to the research topic, including the
motivation and goals of the study. The unique aspects of the thesis are also discussed,
along with a detailed literature survey that provides a background for the research.
This chapter serves as an overview of the thesis and sets the stage for the subsequent
chapters. It provides a context for the research and lays out the research questions and
objectives. Additionally, the chapter highlights the significance of the research and the
potential contributions to the field. The chapter concludes by providing a brief outline

of the structure of the thesis and the organization of the subsequent chapters.



Chapter 2, titled "Analysis of DOB-based Systems with Parameter Uncertainty", starts
with introducing the DOB structure in frequency domain. The chapter provides
preliminary analysis and required mathematical tools in Section 2.1. The results on the
interval polynomial case are given in Section 2.2 and on the affine-linear polynomial

case are given in Section 2.3.

Chapter 3, titled "Guardian-Map for Robust D-Stability", gives the state space
representation of the DOB-based control system and introduces a new guardian map
for the robust D-stabilization. The state feedback design method based on the proposed
method is given in Section 3.4 and DOB design in this context is examined in Section

3.5.

Finally, Chapter 4, titled "Disturbance Observer Design by Extended Loose
Eigenstructure Assignment for the Disjoint D-Region Stability", gives the novel design
method for the DOB-based control systems under parametric uncertainty by utilizing
eigenstructure assignment in LMI framework. Theoretical background is given in
Section 4.2 and problem formulation is given in Section 4.3. Main results are shared

in Section 4.4.

Thesis study is summarized in Chapter 5.
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2. ANALYSIS OF DOB BASED SYSTEM WITH PARAMETER
UNCERTAINTY !

2.1 Preliminaries

The basic DOB structure is given in Figure 2.1. In the figure, the uncertain plant is
P, nominal plant model is P, and the feedback controller is C. Finally, Q is a transfer
function related with the disturbance observer, which is usually designed as a low pass

filter. The relation between the inputs and the output of the system is given in (2.1).

) 4
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Figure 2.1 : Disturbance observer structure.
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In (2.1), it is obvious that the transfer function from u, to y is P, if P = P,. Therefore,

y n 2.1)

when there is no uncertainty, the inner loop behaves like a nominal model for the input
ur. Also note that when Q ~ 1, the output of the system is almost decoupled from the
input d. In the presence of the feedback controller C, the closed loop transfer functions

are given below;
P,PC

Fi(1+PC)+Q(P—F)

T, = 2.2)

I'This chapter is based on the paper "Isa Eray Akyol & Mehmet Turan Séylemez (2023) Analysis of
disturbance observer-based control systems via spherical polynomials, International Journal of Control,
96:2, 435-448, DOI: 10.1080/00207179.2021.2000030"
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P(Q+P,C)
B,(1+PC)+Q(P—P,)

PnP(l_Q)
P,(1+PC)+Q(P—P,)

Assuming that the amplitude of the transfer function Q is approximately 1 in a wide

T (2.3)

Iyq

(2.4)

frequency band, the following relations are valid;

P,C

~l = T, ~ dT,;=0 2.5
¢ X Tpe MO (22)
Considering the scheme in Figure 2.1, transfer functions between inputs [r,d,n]” and
outputs [e,u,y]” are given below;
1 Q(P_Pn)+Pn (Q_l)PPn (Q_l)Pn
% CP, (I_Q)Pn -0—-CF, (26)
CPP, (1-Q)PP, (1-Q)P,
where;
o(s)=(14+PC)P,+Q(P—F,) (2.7)

The matrix in (2.6) shows that, depending on the selection of Q, the nominal
performance can be recovered and the effects of the disturbance d on the output can be

cancelled provided that all nine transfer functions are stable.

2.1.1 Machinary

In the context of the parametric approaches, polynomial families are categorized by
how uncertain parameters are affecting the coefficients of the polynomials. The reader
may refer to [8] and [73] for further details.

Even if the plant polynomial has a simple structure such as interval type, the inner
loop of the disturbance observer-based system may lead to a more complex polynomial
family. This situation gets more complicated when the plant polynomial has already
a complex structure. At this point, a certain conservatism may be accepted during
the plant modeling in order to obtain a more refined solution. Therefore, interval
polynomials with ellipsoidal uncertainty are considered mainly in this paper. The
rest of this section covers uncertainty representation and the value set concept for the

ellipsoidal polynomials.
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2.1.1.1 Spherical versus box representation

It is natural to think that the uncertain parameters in real life (inertia, friction

coefficient, etc.) are independent from each other.

Therefore, in the main streamline of the parametric approach, the uncertainty bounding
set, Q, is assumed to be a box. In the literature, this assumption leads to /.
representation of the parameter box. However, it is also possible to use /; analogue
of this representation. The comparison of sphere and box bonding set is given in
Figure 2.2. In this paradigm, the uncertainty bounding set would be a hypersphere.
Considering /> analog does not necessarily mean that the inertia and friction coefficient
are related somehow. However, this becomes a meaningful approach specially when it
is considered that the corners of the parameter box, in other words, the maximum and
minimum values of the uncertain parameters may not be known exactly in real life.

Ellipsoidal uncertainty representation particularly fits where the mathematical models

AqZ

Qmax

Figure 2.2 : Sphere vs. box bounding sets.
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are obtained by linear or nonlinear regression techniques [74]. A connection of the
system identification and robust controller design via ellipsoidal parametric uncertainty
representation is given in [75].

SBD theorem [76], which is given as Theorem 2.1, is particularly useful for analyzing
the systems with ellipsoidal uncertainty. The representation of Theorem 2.1 is directly
obtained from [77]. Although it can only be used where the uncertain polynomial
is interval type, the main idea behind the theorem can be extended to more complex
representations.

Theorem 2.1 (SBD Theorem) [77]: Consider the spherical family of polynomials P

with invariant degree n > 1 described by

n
p(s.q) =) qis' + po(s) (2.8)
i=0
with polynomial
n
po(s) =Y ais' (2.9)
i=0
and uncertainty bounding set ||q||» < r. For @ > 0, let
[Re (po(j®))]* | [Im(po(j®))]?

G W)= 4 . 2.10
SBD( ) z"ieven a)ZZ + Zirmld (1)21 ( )

Then P is robustly stable if, and only if, the following conditions are satisfied;

1) po(s) is stable,
2) |a0| >r

3) GSBD((D) > 1’2, VYo > 0.

Theorem 2.1 will be the basis theorem for further theoritical development.

2.1.1.2 Value set for spherical polynomials

The value set concept with the zero exclusion principle brings important machinery to
analyze the uncertain systems. It is already pointed out in [77] that the value set for
a spherical polynomial at a given frequency @ > 0 is an ellipse on the complex plane

which can be expressed in the following form;

Py (jo)WPy(jo) < r? @2.11)
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Re P O(j (1))
Figure 2.3 : An ellipsoidal value set for a single frequency @ > 0.

where W is the weight matrix of the ellipse and the vector Py(j®) determines the center
of the ellipse as depicted in Figure 2.3. An important observation is that the weight
matrix is diagonal when the characteristic polynomial is of interval type. In the affine
linear polynomial case, the off-diagonal terms of the weight matrix are nonzero. The
reader may refer to [77] and [78] for further derivation of the value sets for ellipsoidal

uncertainty.

2.2 Interval Polynomials

In this section, the aim is to put an explicit relation between robustness and the
disturbance observer bandwidth using a parametric approach. Note that for a special
case in which second-order transfer function is considered, such a relation has been
obtained in [34]. However, the general case is considered here.

To derive the relation let us make the following definitions;

P(s) = D) (2.12)
. Nn(s)

Pu(s) = Do) (2.13)

O(s) = gzg (2.14)
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Now, by considering the DOB based structure in Figure 2.1, the inner loop transfer

function can be obtained as follows;

PP,
Q(P—-P,)+P,

T,y (s) = (2.15)

By substituting the definitions into the 7,,,(s), the following transfer function is

obtained;
D,N,N,

= (2.16)

Tury(s )

At this point, an assumption has to be made in order to use SBD theorem since it
is only applicable to interval polynomial families. If the plant uncertainty is present
only in the denominator and the relative degree of the plant is 1 then the characteristic
polynomial is an interval type. However, if uncertain parameters are at both numerator
and denominator and/or the relative degree of the plant is greater than 1 then the
characteristic polynomial type is affine linear [34]. In this section we focus on the

interval characteristic polynomials. Two possible cases exist.

2.2.1 Case-1: Same orders of P(s) and P,(s)

The inner loop of DOB structure is given in Figure 2.4. The following assumptions are

/ d \
r e [ur u ;A\ s \
_’EAL C '\A % ! P I _’

Figure 2.4 : Inner loop of DOB structure.

given in order to state Lemma 2.1.

Assumption 1: Only the denominator of P is uncertain and relative degree of P is 1.

Assumption 2: P,(s) is stable.
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Lemma 2.1: Consider the inner loop of DOB structure given in Figure 2.4 and the
inner loop transfer function given in (2.16). Assume that, Under Assumption I and 2,
as the bandwidth of the disturbance observer, go, increases, the robust stability margin
of T,y increases if the go is higher than a certain value called its minimum value.
Proof: Due to Assumption 1;

Ny =Np (2.17)
Hence, the characteristic polynomial of 7, ,(s) is reduced to;
Pchar(s> :Dp(Dq —Nq> +D,Ny (2.18)

Furthermore, since the relative degree of the plant is 1, Q filter shall be selected as a

first order low pass filter. Without losing generality, monic polynomials are used in the

following.
80
S) = 2.19
O(s) S+ g0 (2.19)
k k—1
Ny (s) :bks + b1 4. .+ by (2.20)
Dy (s) skl +apsk+ ...+ ag
Np<S) bksk+bk_1sk_l+'~-+bo
= = T (2.21)
Dp(s)  s*T1+ (ax +Aag) s* + -+ (ao + Aag)
Here, D, (s) can be factorized as follows;
D, (s) = Dpo(s) +Dpals) (2.22)
where;
Dpo(s) = S 4 apsk 4. 4ag = Dy(s) (2.23)
Dya(s) = Aags* + ...+ Aag (2.24)
Finally, the closed-loop system characteristic polynomial is obtained as follows;
Penar(s) = [Dpo(s) +Dpa(s)]s + go[Dn(s)] (2.25)

The closed-loop characteristic polynomial for the nominal system (Puyqr0(s)) is then

found as

Penaro(s) = Dpo(s)s+goDpo(s) (2.26)

= (M past .. +ao)(s+go) (2.27)
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Now, due to Theorem 2.1; D,o(s)(go + 5) must be stable. Assumption 2 states that
Dpo(s) is stable. Therefore, the first condition of Theorem 2.1 satisfied for g > 0.

Now, the second condition of Theorem 2.1 requires that;
laogo| > r (2.28)

Obviously, as the bandwidth of the disturbance observer is increased, this condition is

satisfied more easily. Finally, the last condition of Theorem 2.1 requires that,

[Re(Dpo(j@)(g0 + jo))]> n [Im(Dpo(jo)(g0 + j®))]?

2
. : > 2.29
Zievm w2[ Ziodd a)2l ' ( )

Gspp(w) =

Let;
Dyo(j®) = Re(Dyo(j®)) + jim(Dpo(j)) (2.30)

Then, the numerator of the first part of Gspp (@) is;

[Re(Dpo(j@) (g0 + j®))]” = (Re(Dpo)) g3

—2(Im(Dpo)Re(D o)) g0+ (Im(D ) )* ? (2.31)

Note that this is a quadratic function of go and (ReD ) > 0. Obviously for positive go,
the value of this function is increased as g is increased if g¢ is higher than a minimum
value.

The same applies to the numerator of the second part of Gspp(®);

[Im(Dpo(jo) (g0 + j®))]* =

(Im(Dy0))? g5 +2(Im(Dpo)Re(Dpo)) @80+ (Re(Do) ) o0? (2.32)

Note that this is a quadratic function of gy and (ImDpo)2 > 0. Obviously for positive
go, the value of this function is increased as gg is increased if go is higher than a
minimum value.

Note also that the denominator of the Gspp(®) is independent of gg. Finally, it can be
concluded that as g is increased stability margin is also increased if gg is higher than

a certain value called its minimum value.

Example: Consider the following example;

s+1

Pu(s) = 2512 (2.33)
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s+1

PO = T T aar)s + 2+ Aay) 2.34)
&0
0() = (2.35)
Here;
Pchar,O(s) :DPO(S)+gODpO(S) = (236)

280+ (242g0)s+ (24 go)s> +5°
It is possible to draw 7,4, versus m plot for different gy values. For example, the plot

is depicted for go = 20 in Figure 2.5. Here, p = inf0 (Fmax(®)) =21.04 .The value sets
o>

Figure 2.5 : 1, — o plot for gg = 20.

for different frequencies r = 1 and r = 21.04 are given in Figure 2.6. r,,, — @ plot
for different g values is given in Figure 2.7. As it can be observed from the value sets,
although the centers of the ellipses are the same, major and minor axes of the ellipses
change dramatically as with the value of r. This is a typical result for case-1 because of
the following observation: Consider the ellipsoid inequality given in (2.37) where the
Py(jw) represents the center of the ellipse and eigenvalues of W represent the lengths

of the major and the minor axes of the ellipse.

Pl (jo)WR(jw) < r? (2.37)
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Figure 2.7 : r,,, — o plot for go = {20,30,40,50,60}.

For case-1, the length of the major axis, (Rugjor), is rv/max(A(W—1)) and W1 is

independent of gg. However, the distance between the center of the ellipse and the

20



origin, |Py| is [Dn(j®)||N,(j®)| /g3 + w?. Therefore, the axis length of ellipses does
not depend on gp, whereas the distance between the center of the ellipses and the origin

increases as go increases. This fact can also be observed in Figure 2.8, where value

sets for different frequencies are depicted for go = 10 and go = 15.

Figure 2.8 : Value set for gg = 10 (green) and gg = 15 (blue).

2.2.2 Case-2: Low-ordered P, case

Theorem 2.1 gives a useful framework to investigate different cases of DOB based
systems. The case where the nominal plant model has a more simpler structure than
the uncertain plant is considered in this part. The following additional assumptions are

given.

Assumption 3: Only the denominator of P is uncertain and relative degree of P is 1.

Assumption 4: P,(s) is a first order transfer function.

Lemma 2.2: Consider the inner loop of DOB structure given in Figure 2.4 and the
inner loop transfer function given in (2.16). Under Assumptions 2, 3 and 4, the

robustness margin can be determined as a function of DOB bandwidth as follows,
min { /Gspp(®), |goNp(O)|} > 7.

Proof: Note that, whatever the uncertain plant is, the nominal plant model is assumed

to be of first order. This assumption has practical meaning especially when the exact
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plant model structure is not known. Here;

80
= 2.38
0(s) po— (2.38)
Ny(s) sk by 1557+ b
= — : (239)
Dp(s) s+ (ax +Aay) s* + -+ + (a0 + Aa)
K
Nals) _ (2.40)
Dy(s)  ws+1

It is possible to factorize D, (s) as follows;

Dy (s) = Dpo(s) +Dpa(s) (2.41)

where;
Dyo(s) = s fapst + ..+ ag = Da(s) (2.42)
Dya(s) = Aags* + ...+ Aag (2.43)

Finally, the nominal characteristic polynomial is obtained as follows
Penaro(s) = Dpo(5)Ks+ go(Ts+ 1)N,(s) (2.44)

Now, according to Theorem 2.1, D,o(s)Ks + go(Ts + 1)N,(s) must be stable.
Assumption 2 states that D, (s) is stable and also N, is stable if the plant is minimum
phase. However, the first condition of Theorem 2.1 is not held automatically. Q and P,

must be selected carefully. Now, the second condition of Theorem 2.1 requires that;
|80bo| > r (2.45)

Obviously, as the bandwidth of the disturbance observer is increased, this condition is

satisfied more easily. Finally, due to the last condition of Theorem 2.1, it is required

that,
[Re(PcharO(jw))]z [Im(Pchar.O(jw))]z 2
G )= — e > 2.46
SBD( ) Zieven a)zl + Ziodd a)ZI ' ( )
Let;
Do = ReD yo + jImD (2.47)
N, = ReN, + jImN, (2.48)

Then, the numerator of the first part of Gspp (@) is;

[Re(Paparo(j))]” =
g5 (Re(N,) — twIm(D)))? 4+ 2g0wKIm(D o) (—Re(N,) + tlm(D,))  (2.49)
+(Im(Dyo) 2K ?
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@KIm(D )

Note that this is a quadratic function of go . When go > Re(N,)—t@lm(D,

) and go > 0,
the value of this function increases as gg increases. The same applies to the numerator

of the second part of Gspp(®);

[1m(Peraro(j))]” = g8 (Im(D) + T0Re(N,))?
+2g0wKRe(D o) (Im(D,) + TwRe(N,)) (2.50)
+(Re(Dpo))?K0?

®KRe(D )

Note that this is a quadratic function of go . When go > T and go > 0,

Ny)+twRe(D)p)
the value of this function increases as gg increases. Finally, it can be concluded that the

robustness margin can be determined considering min { V/Gsap(®),[goN,(0)] } >r.
U

Although it is not guaranteed that Gspp(®) increases with go, this is a promising result
that enables us the use a simpler structure for the filter design.

Example: Consider the previous example with a low-order P,, where

1
Pl = @s1)

B s+1
PO = G T dar)s + 2+ Aay) (2.52)
0(s) = S_fogo (2.53)

Then, the closed-system nominal characteristic polynomial is calculated as follows;
Poaro(s) = s> + (24 g0)s* + (2+2g0)s + 280 (2.54)

It is possible to draw ry,,, versus @ plots for different gy values as depicted in Figure
2.9. For gy =10,p = (})r;% (rmax(®)) = 0.33 . The value sets with different frequencies
are depicted for r =0.1 and r = 0.33 when g = 10 in Figure 2.10. As it can be observed
from Figure 2.10, although the centers of the ellipses are the same, lengths of major
and minor axes of ellipses change dramatically with r. Note that, it is found in previous
example (Case-1) that p =21.04. This example demonstrates also that poorly designed

P, lead to a week robustness margin. Increasing the time constant of the nominal

plant improves the robustness margin. Consider the same plant with P,(s) = sgﬁ and
consider the DOB filter Q(s) = #, where the time constant of the Q filter is 5 times

less than the nominal plant as in the previous example (gg = 10). It can be shown that

p = 1.93 in this case. Figure 2.11 shows ry,,, versus @ plots for a practical range of

80.
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Figure 2.10 :

2.3 Affine Linear Polynomials

The previous section dealt with the case where the uncertain polynomial family is of

interval type. In this case, Theorem 2.1 gives a refined solution to the problem of
24

determining the robust stability radius of DOB based inner loop polynomial. However,
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Figure 2.11 : 1y, — o plot for go = {1,2,3,4}.

in a more general case, the inner loop of a DOB based system results in an affine linear
characteristic polynomial family. Unfortunately, the available machinery seems not
very suitable for such disturbance observer-based systems in the first place.

This problem is already considered in [79], however, the proposed machinery includes
matrix inversions which may lead to unnecessarily complex solutions. The analytically
complex nature of the approach given in [79] directs the interest to the technique given
in [80], which has more geometric intuition. The reader may refer to [81] for a detailed
discussion. However, a refined solution that shows the analytical relation between
the bandwidth of the DOB and the stability radius in parameter space has not been
achieved yet.

In [34], the problem is considered only for the uncertainty represented by /. norm
(box representation). However, the relation between the bandwidth of DOB and the
robustness margin has not been given explicitly. The aim of this section is to provide
a refined approach to analyze the robustness margin and the bandwidth of DOB where

the uncertainty is present in both numerator and denominator of the plant.

2.3.1 Minimum-phase plant case

The following theorem can be expressed if the plant transfer function is minimum

phase.
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Theorem 2.2: Consider the uncertain plant with disturbance observer described by;

Np(s)
Pls) = Dy (s)
=B
2= b

with uncertainty bounding set ||q||» < r. Assume that;

1) P(s) is minimum phase and Relative degree of P(s) is one, that is, n—m = 1

2) The Nominal plant P, is stable

(2.55)

(2.56)

(2.57)

Then, the relation between the DOB bandwidth (go) and the robustness margin is

expressed as follows;

N4 .
P (jo) 5 Py(jo)>1

where W satisfies the following equation;

wlP2= (Ml—l—g%Mz) r?

in which My and M; are positive definite matrices.

Proof: The proof follows the same reasoning given in [77].

Na (jo)

Dy (jo)

m m
= Z bis' + Z Abis'N), (5) = Ny (8) +Na(s)
i=0 i=0

n m
= Y ais'+ Y Aais' = D, (s) + Da(s)
i=0 i=0

lI>

m .
Y Abi(jo)
i=0

n

Y Adgi(jw)’

i=0

The closed-loop system characteristic polynomial Pe(s) is;

— — ~— —~
SN~— \%/ ~— —
>

DN, (Dy — Ny) + DuN,N,
DNy, (54 80) +DANys +NaDpgo = Po (s) + Pa(s)
DN, (S + gO)

DANys +NaDygo

26

(2.58)

(2.59)

(2.60)

(2.61)

(2.62)

(2.63)

(2.64)
(2.65)
(2.66)
(2.67)
(2.68)



and

where;

P(jo,0) ={P.(jo,q):q € O}

q= (Aa;,Aby), i=0,1...nand k=0,1,....m

Py(j) can be written using the following expressions;

Im(N,) 2 Im{N,(jo)}
Re(N,) = Re{N,(jo)}
Im(D,) = Im{D,(jw)}
Re(D,) = Re{D,(jo)}
DA (j0) N, (j0) (j0) = Y. Aai, (o) (j0)*!
i=0
Re(N,) —Im(N,) 0 —w* ...
Im(N,) Re(Ny) o 0 ..
NA,Aa

N (j) Dy () 80 = ¥ 80AbiD, (jo) (jo)'

Re(Dy)
80 ( Im(D,)

90DAAD

i=0

—Im(Dy) >

T
1 0
0 0]
0w’ 0

Re(Dy)

27

Aayp

Aa,,

|

(2.69)

(2.70)

2.71)
(2.72)
(2.73)
(2.74)

(2.75)

(2.76)

(2.77)

(2.78)

(2.79)

(2.80)



where

—Im(Dy) ) (2.81)

—Im(Ny) > (2.82)

0 —w* 0 ...

A, 2 2.83
d ( o 0 - ) (2.83)
aaf0 -0 0 ... 2.8

"leo 0 -0 .. '
Aa()
Aa = : (2.85)
Aay,
Aby
Ab 2 : (2.86)
Ab,,
Q2 ( N gD ) (2.87)
A
Aé< n 0 ) (2.88)
0 Ay

A [ Aa
q= ( Ab ) (2.89)

For a fixed @ > 0

1€ P.(j0,0) = (2.90)
. A, O Aa )
t=PRy(jo)+( N goD)( . Ad><Ab>:Po(]w)+QAq 2.91)

For ¢ € Q, any minimum norm solution ¢"™" of the z satisfies ||¢"™"||, < r. At this
point, it is time to consider the system of equations with infinitely many solutions,
such as z = Py (jw) + Q A g. It is convenient to find the smallest norm solving the
optimization problem minimizeycpn ||x|| subject to Ax = b.

Lemma 2.3 [82]: A vector x™" satisfying AX™™ = b is the minimum norm solution of

min

the system of equations Ax = b if, and only if. it can be written as x™" = ATv for some

V.
min

So, the minimum norm solution x™" can be found by solving the system AA” v = b for

v, then setting X" = ATy,
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Thus, considering the z =Py (jw) +Q A g;

=P (jo) = (QA)q (2.92)
g" = (@A) (2.93)
—P(jo) = (QA)(QA)v (2.94)
v =[] o) 2.95)
w2 (QA) (@A) (2.96)
¢"" = (QA)'W(z—R(jo)) (2.97)
Then,
g™ ||, < r (2.98)

2 9o

(z—Po(jo) YW (z—PRy(jw))=(g"") <r (2.99)

At this point, the rank condition must be checked in order to guarantee that the
minimum norm solution is unique. To this end Rank (©2A) must be 2. Considering
A, and Ay, Rank(A) = 4 and also, since D, and N, are assumed to be coprime,
Det (N) # 0 or Det(D) # 0. This guarantees that Rank (QA) = 2. In view of the
ellipsoid expression, it is possible to check whether the origin is included or not. In

this case, the requirement is;
Pl (jo)WPRy (jo)>r (2.100)

and considering the value set, the larger Py(j®) and W, the larger the robustness margin

is. However, W and g¢ are inversely proportional, that is;

wl = (QA)(QA) (2.101)

= (NA,AINT +-¢2DA,AT DY) (2.102)

As g is increased, W gets smaller (W~ gets larger). To show this relation clearly it is

possible to use the eigenvalues of W.

Let
M; =NA,ATNT (2.103)
M, =DA4AIDT (2.104)
M EM+giM, (2.105)
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AnAT and A4AT are diagonal matrices of the form;

2i
: 0] 0
AHAZ; — Zl=2,4,..2k, N (2106)
0 Y13, 2k41 @
A 0
A (’)“ | ) (2.107)
n2
2i
: w 0
AdAZ; — 2120727‘8..2]{ Z . > (2108)
i=1,3,.2k+1 @
A 0
A (‘)“ 4 ) (2.109)
d2

Finally, the relation between the DOB bandwidth (gp) and the robustness margin is

expressed as follows;

Py (jo)WR(jo) > 1 (2.110)
W

Py (jo) 5 R(jo) > 1 2.111)

W= (M +g5Mp) 1 (2.112)

O

Corollary 4.3: It is not guaranteed that the robustness margin of the system is
increased as the bandwidth of the DOB is increased in general.

Proof: Let us define;

N 2y (Re(N) (j0)) + (Im(N,) (jo) (2.113)

Dal 2/ (Re(Dy)(j0))* + (Im(D,) (j))? 2.114)

Since finding the eigenvalues of W is much more complicated compared to that of

W1, the eigenvalues of W~! are considered in the rest of the proof. Then;

AMy), = An|Na® (2.115)
AMy), = AplN|® (2.116)
A(My), = Aul|Dal 2.117)
A(My), = Ag|Dyl* (2.118)

Lemma 2.4 [83]: Let A and B be real symmetric matrices. Then A, B and A+ B have

real eigenvalues. Let A (.) and A~ (.) represent maximum and minimum eigenvalues
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of (.) respectively. Then;
A“(A)+A " (B) <A (A+B)<AT(A+B) <AT(A)+A7(B) (2.119)

Major and minor axis lengths of the ellipsoid are ri/A+ (M) and r\/A~(M))
respectively. Since the maximum eigenvalue of M is point of interest due to the major
axis of the ellipsoid, it is possible to write the following inequality by using Lemma
2.4;

AT (M) < AT (M) + g3 (M) (2.120)

At this stage, the relation between the major axis of the ellipsoid and the bandwidth of

the DOB (go) is expressed as;

| Rimajor| = "\/7L+ (M1) +g5A+ (M2) (2.121)

Clearly, as the go is increased, the major axis of the ellipsoid is increased with the
order of go. Now, consider the distance between the center of the ellipsoid and the

origin (Figure 2.12).

Ry (jo) = Dp(jo)N.(jo)(jo+go) (2.122)

[Py (jo)] = |Dn|INa|\/ &5+ ®? (2.123)

As the g is increased, the distance between ellipsoid and the origin is also increased
with the order of g.

Since the increment of |Py(j®)| and increment of |Ryaqjor| With go depend on the
N,(jo) and Ay 42, it can be concluded that; it is not guaranteed that the robustness

margin of the system is increased with the bandwidth of the DOB in general.

O
Example: Consider the following plant and Q filter ;
(14Aby)s+ (Abo+5)
P = 2.124
(s) (34 Aay)s?+ (Aa; +4)s+ Aag +6 ( )
s+5
P, = — - 2.125
() = St ate (2.125)
80
s) = 2.126
O(s) s+ g0 ( )
then the characteristic equation becomes;
P.(s,q) = Po(s)+Aag P (s) +Aa1 P (s) (2.127)

+Aay P3 (s) + AboPy (s) + Aby Ps (s)
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Figure 2.12 : Representation of the |Py(j®)| and |Rinqor|-

where;
_ 4 3 2
Py(s) =3s"+(19+3g)s” + (26 +19g)s (2.128)
+(30+26g)s +30g
Pi(s) = 55+ (2.129)
Pr(s) = 552+s° (2.130)
Py(s) = 55 +5 (2.131)
Pi(s) = go(6+4s+3s?) (2.132)
Ps(s) = go(6s+4s>+3s) (2.133)
(2.134)
then;
Py ReP
OA — R€P1 R€P2 ReP3 R€4 ers (2.135)
ImP; ImP, ImP; ImP, ImPs
-1
W o= ((QA)(QA)T> (2.136)

DOB based inner loop is robustly stable if,

e Py(s) is stable

e zero frequency condition |P(jO)| > r is satisfied
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and

Pl (jo)WPRy (jo)>r (2.137)

for all frequencies. Since Py(s) is stable and |Py(j0)| = 30g, first two conditions
can be satisfied easily. In order to find the minimum r value depending on

the go, Pl (jo)WPRy(jw) is plotted for various gy in Figure 2.13. Since p =

Figure 2.13 : \/ P! (jo)WPy(jo) for different go. The minimum value of each graph
represents the robustness margin of the system for a given go.

min{|30go|, |3|,7max}, the robustness margin is determined by r,, and as the
bandwidth of DOB is increased robustness margin decreases in the low-frequency
range. Now, consider the same example with a different plant numerator, as follows,

s+ (Abo+5)
(3+Aay)s? + (Aay +4)s + Aag + 6

Prew (8) = (2.138)

where, the uncertain parameter, by, is omitted. In this case, the characteristic equation

P.(s,q) becomes;
P:(s,q) = Py (s)+Aap Py (s) +Aa P> (s) + Aay P3(s) + AboPy (s) (2.139)

where, Pi(s),P(s),Ps(s), and Py(s) are the same as in the previous example. It

can be observed from Figure 2.14 that as go is increased, the minimum value of
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Pl (jo)WP(jo) is also increased. That means that the uncertainty bound r is
increased with the bandwidth of the disturbance observer until the 7,y = |ay|, since
p = min{|30go/|,|3|,7max}.- However, as it is seen in Figure 2.13, it is not always
true that the robustness margin improves as with the go considering the practical
bandwidth design for DOB. Because of the noise concerns, DOB bandwidth has an
upper bound in practical applications, therefore, throughout the study, DOB filter
bandwidths have been selected such that, the bandwidth of DOB is several times larger

than the bandwidth of the nominal plant. Actually, what the DOB filter does is to make

Figure 2.14 : \/ Pl (jo)WPy(jo) for different go. The minimum value of each graph
represents the robustness margin of the system for a given go.

the inner loop dynamic response as close to that of the nominal plant P,(s) as possible.
From this point of view, as the bandwidth of the DOB filter is increased, the inner loop
poles get close to the nominal poles so that the robustness margin improves. As it can
be seen from Figure 2.14, although increasing the bandwidth of DOB improves 7,
the radius of the uncertainty ball cannot be greater than a, = 3. However, increasing
the DOB bandwidth, the inner loop pole spread converges to the nominal poles. Figure

2.15 emphasizes this feature.

2.3.2 Non-minimum phase plant case

The disturbance observer uses the system inverse as it is shown in Figure 2.16 . This

brings about an important problem, that is, if the plant is a non-minimum phase plant,
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Figure 2.15 : Nominal poles (green) , pole spread of P(s) (blue) and inner loop with
go = 12 (red).

internal stability problems occur. In this case, SBD theorem is not applicable.
The common approach for such a case is to divide the plant into two parts so that the

non-minimum phase and the minimum phase parts are handled separately [20].

Lemma 2.5: Theorem 2.2 can be utilized for plants with non-minimum phase zeros,
if,

1) Only the denominator of P is uncertain and relative degree of P is 1.

2) P, (s) is stable.

3) P(s) has a non-minimum phase zero.

4) P,(s) is factorized as, P,(s) = Py1(s) Pua(s)

Where P, includes a pole at the reflection of right half plane zero and P, includes a
right half plane zero.

Proof: By doing such a distinction, the invertible part of P, may be used as a pre-filter
as seen in Figure 2.16. For simplicity, the time delay is ignored. Considering the new
assumptions following transfer functions are used in the analysis;

Np(s) _ (s+bk)(s+bk,1)...(—s+bo)

= 2.140
Dy(s) s+ (ax +Aag)s* + - + (a0 + Aag) 2140
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B

Figure 2.16 : DOB design for non-minimum phase systems.

Nu1(s)  (s+by)(s+by—1)...(s+bo)

Po(s) = - 2.141
1(s) Do (s) L sk + -+ ap ( )
an(s) —s+ by
P = = 2.142
n(s) Dw(s)  s+bo 2.142)
80
— 2.143
Q(s) S+ 20 ( )

The affine linear characteristic polynomial is given as follows;

Penar(s) = g0Dpo(5)Nu2(s) + D (5)[g0 (N1 () — Ni2(5)) + N1 (s)]  (2.144)

The nominal characteristic polynomial is obtained as follows;

Penar0(5) = Dpo(8)Nu1 (s)Dy(s) (2.145)
Now, in this case;

Py(s) £ DuNyi (s+8o) (2.146)
Pr(s) = DaNuis—+Da(Nu —Nu2)go (2.147)
P.(s) = Py(s)+Pa(s) (2.148)

Then; for a fixed @ > 0
7€P(jo,Q) <— (2.149)
2= PRy (jO®) + [Na1 + g0(Nn1 — Ni2)|AnAa (2.150)
=R (jo)+QAgq (2.151)
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where

Q £ [Ny +80(Na1 —Nu2)] (2.152)

24 (2.153)

g 2 Aa (2.154)

since

wl = (QA)(QA) (2.155)

= (Q4,47Q") (2.156)

A(Q), = AulQP (2.157)

A(Q), = AnlQ) (2.158)

it can be concluded that as the gg is increased, major axis of the ellipsoid is increased

with the order of gg. Finally;

Py (jo) = Du(jo)N,(jo)(jo+go) (2.159)

[Py (jo)| = |Dy|INa|\/ 8]+ @2 (2.160)

As the go is increased, the distance between the ellipsoid and the origin is also
increased with the order of g.

Since Py and W are obtained, Theorem 2.2 can be directly applied.

Example: Consider the pan-tilt system transfer function given in [84];

—s5+3101 0.85308(s +3101)

P(s) =
() = 33101 2 1369.85+ 1057

(2.161)

Here, the following decomposition is made in order to split the plant into its minimum

and non-minimum phase.

~0.85308(s+3101)

P, = 2.162
() = 217369.85+ 1057 (2.162)
—s+3101
P = 2.163
=) =101 (2.163)
Finally, the nominal characteristic polynomial is as follows;
Poaro(s) = g (1.146s° +3069.535> + 97945 +2.796 x 10%) 2.164)

+5 (5% 4+3470.85> + 1.1478 x 10%s +3.2777 x 10°)
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Figure 2.17 : 1y, — o plot for go = (10,20,30), non-minimum Phase Case.

It can be observed in Figure 2.17 that as go increases, the robustness margin also
increases. The robustness margin for a given DOB bandwidth can always be found
by using the value set approach. For example, consider gg = 10, then r,,,x 1s 374.179.

A zero inclusion occurs when ||g||» > 374.179.

2.4 Conclusion

This study proposes a new way of analyzing the DOB based system utilizing the
spherical polynomial approach. The value set concept for spherical polynomials has

been adopted to validate the results. The main contributions are listed below;

The spherical value set approach for uncertain polynomials is adopted for the first

time for disturbance observer based control systems.

e The robustness margin for a given DOB based system has been systematically stated

for the first time in the context of spherical polynomial families.

e Non-minimum phase case is examined, and bandwidth constraints are discussed.

Effects of low-order DOB filter design are discussed.
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The analyses show that for the case where the nominal and uncertain plants have
the same structure and uncertain parameters present only on the denominator of the
plant, then robustness margin improves as with the DOB filter bandwidth (if DOB
bandwidth is higher than its minimum value). It is also shown that if the nominal plant
is first-order regardless of the order of the uncertain plant, the robustness margin-DOB
bandwidth relation is not straightforward and it is not guaranteed that the increased
DOB bandwidth leads to improved robustness margin in general. The same conclusion
is valid for the affine linear case where uncertain parameters are present both on
the numerator and the denominator of the plant. The proposed method also allows
analyzing the non-minimum phase case in which the DOB based systems may lose

their superiorities.

The relation between bandwidth and robustness of disturbance observer is analytically

derived using a spherical polynomial representation.
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3. GUARDIAN MAP FOR ROBUST D-STABILITY

3.1 State of the Art

The basic idea of predicting the effects of the disturbances emerged in the late 60s [15],
and the idea eventually led to the concept of extended state observer [16]. The
disturbance observer structure as we use today is introduced by [17] to attenuate
the effects of parameter changes, disturbances, and nonlinear effects. In addition,
a different line of research called active disturbance rejection has shown that the
problem of designing a controller can be viewed as a disturbance attenuation problem
by putting the disturbances at the center of the design philosophy [21]. The reader
may refer [70] for further discussion on similar design perspectives such as “unknown
input observer”, “extended state observer”, and “uncertainty estimation”. Although
DOB has been successfully applied in industry, theoretical developments in design
and analysis have lagged behind practical applications [31]. Especially in the context
of the robust DOB design, H.. based conservative methods predominates the literature
[43—-45]. The first attempts to analyze DOB-based systems under uncertainty were
made by [42] and [85]. In [72], an analysis of DOB-based control systems via
spherical polynomials is presented. However, these studies do not cover the state-space
domain and do not propose a state-space design method. It can be said that no special
attention has been paid to the case where the perturbation is real and time-invariant
in the state-space approach. Although approaches are made under the concept of
quadratic stability for design under linear time-invariant perturbations, it is generally
conservative in the matrix case [12]. To address this problem, the researchers turned
their attention to a line of research called the guardian map approach, which suggested
less conservative results. The guardian map approach is suggested by [86] and is
utilized in application areas such as robotics [87] and flight control [88], as well
as theoretical studies related to interval systems [89] and linear systems with real

parameter uncertainty [90]. However, to the best of the author’s knowledge, no attempt
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has been made to design a DOB-based system under real parameter uncertainty in

state-space by using this approach. This study aims to fill this gap.

3.2 An Approach for Robust Stability
Consider
A(g) =Ao+E(q) (3.1)

Where Ay is n x n Hurwitz matrix, and E is a constant uncertainty matrix which has the
following form;

E=Y[ qiAi (3-2)
At this point Kronecker sum and Kronecker product have to be defined;

Kronecker Product: Let A be an n-dimensional matrix and B an m-dimensional matrix.
The mn-dimensional matrix C defined as

CZHB alnB
ARB=C=| : . (3.3)

amB ... au.B

is called the Kronecker product of A and B.

Kronecker sum: The matrix A @ B is called the Kronecker sum of A and B and is
defined as follows;

ADB=AQI,+1,®B (3.4)
Theorem 3.1 [12] : The system A(q) = Ao+ E(q) is robustly stable if and only if
det (Ag® Ao+ Y7 | 4i(Ai®A;)) #£0 (3.5)
Proof [90]: If the system is robustly stable, then
Re %;(A(q) ©A(q)) =Re (4;(A(9))+ A (A(q))) <O (3.6)

for every eigenvalue A; of A(q) P A(q).

To prove sufficiency, suppose the system is not robustly stable; for example, A(g*) has

purely imaginary eigenvalues. Then,

det(A(g*) ®A(q*)) =0 (3.7)
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Note here that the problem is converted into a nonsingularity problem which can be
handled by a symbolic algebra tool more easily. Before going into the analysis, a

suitable state space approach should be stated first.

Let family A = {A(q) : ¢ € Q} of nxn matrices with A(g) depending continuously on

g. Family A is robustly stable if and only if the family A is robustly nonsingular where;

>

A2ADA (3.8)
Since the linear transformation on A preserves the affine linear dependence of matrix
entities on uncertain parameters, the nonsingularity problem involves a polytope

of matrices. However, linear transformation does not preserve the interval matrix

structure. Therefore, the interval matrix family transforms into a polytope of matrices.

The following example from [77] shows this result;

1
A= |1 (3.9)
3 q»

2q11 1 1 0

3 0 1
AGA = q11+492 (3.10)

3 0 qiitqgn 1

0 3 3 2,

Before getting into detail on the uncertain systems, the definition of the guardian map

has to be given.

Definition [86]: Let v: R™ — R be a given mapping. Then v is said to guard on open
set of nxn matrices A if v(A) # 0 for A € A and v(A) =0 for A € SA. For such cases,

we call v a guardian map for A.

For example, for A € R,

v(A) = det(A D A) (3.11)

is a guardian map for the set A of stable nxn matrices. The spectrum of A is spec(A &
A) = {l,- +A; 1 Ai, Aj € spec(A) } So, the matrix A € A is nonsingular if, and only if,
A,,'—f—lj #£0,i,j=1,2,...,n

3.2.1 Uncertain matrices

Consider an uncertain matrix of the form;

x=A(q)x, x(0)=xp (3.12)
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where
Alq) =YI_oqAi=Ao+E(q) (3.13)

The parameter vector g7 = [q1,42,. . .,q,] belongs the the hyper-rectangular set Q(f3)
defined by:
Q(B) = (g €R": ¢} — Pwi™ < q; < g} + Bw™) (3.14)

wherei € {1,2,...,r}, B >0, and w™" and w™ fori=1,2,...,r are positive weights.

Depending on the characteristic of the E(g), the family of matrices takes different

names. Consider the following representation;

E(q) =Y oqiAi (3.15)

where A; are constant and with no restrictions on the structure. This type of
representation produces a polytope of matrices in the matrix space. A special case

of the polytope of matrices is independent variations case where;

E(q) = Y_o4qiEi (3.16)

and E; contains a single non-zero element at a different location in the matrix for each
i. In this case, the set of possible A(g) matrices forms a hyper-rectangle in matrix
space [12]. In this representation, the family of matrices is labelled as an interval

matrix family. In this study, interval matrix family representation is going to be used.

3.3 Guardian Map Based Disturbance Observer Design For D-Stability

After the introduction of the interval matrix family and guardian map approach, let us

give the following corollary of Theorem 3.1;

Corollary 3.1 [12]: The system
x=A(q)x, x(0)=x (3.17)

A(g) =Xi_0qiAi=Ao+E(q) (3.18)

is robustly stable if, and only if;

det (Ao @ Ao+ X]_0qi (Ai®A;) ) #0 €Q (3.19)
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By utilizing the rationale behind the corollary, the following approach has been
proposed by [91], where only the robust Hurwitz stability problem is considered, and

the robust D-Stability is not addressed. Let us denote

[>

AZADA (3.20)

Ay =Y 0qi(AiDA) (3.21)

Then, for robust Hurwitz stability, the following condition has to be satisfied;

det (A+A,) #0 (3.22)
Since A is assumed to be stable:
det (&) £0 (3.23)
Hence,
det (K (1+Z“ A_q)> £0 (3.24)
et (A) det (1+4~' 4,) £0 (3.25)
det (1+4"4,) #0 (3.26)
If
p(a'4,) <1 (3.27)

where p is the spectral radius, then A(g) is robustly stable.

3.3.1 Path to a new guardian map

The previous method considers only robust Hurwitz stability. However, by adopting
the rationale behind the approach, a new guardian map can be proposed for robust

D-Stability.

Consider the following system to illustrate the proposed idea

i=Ax+E(q) (3.28)

A= (““ “12> (3.29)
@ ax

E(q) = (Cg 54) (3.30)

Er:r<e(i)w e?w> (3.31)



It is possible to diagonalize the A matrix using the following transformation;
V= <v1 v2> (3.32)

where v| and v, are the eigenvectors of A. Then, it is possible to write
D=v-lav (3.33)

where D matrix is a diagonal matrix consisting of the eigenvalues.

If the diagonal case is used for simplicity following representation could be used for
evaluating the D-stability;
A+E(q)— (D+E,) (3.34)

Using the Kronecker sum operation, the following definitions are made;

ALADA (3.35)

E, 2 E(q)®E(q) (3.36)
E, £E, ®E, (3.37)
D2DoD (3.38)

Finally, let us investigate the eigenvalues of the following matrix
A=A+E,— (D+E,) (3.39)

The eigenvalues can be shown to be given as

M =di +dy—2e/°r (3.40)
Ay =dy+dy—2e/%r (3.41)
A3 =2(dy—e/®r) (3.42)
Ay =2 (dy—el®r) (3.43)

where i = v/—1. Especially A3 and A4 are particularly useful for evaluating the pole
spread around the nominal poles. By adjusting the spread radius r, it can be calculated
how much uncertainty can be tolerated for a given radius. If the uncertainty value d is
equal to the given radius, some of the eigenvalues of A go to zero, and therefore the

determinant in (3.19) goes to zero.
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Since the problem is to cluster all eigenvalues inside a predefined region, it is
convenient to represent the system in a diagonal form in which assigning the

robustness-related function is easier.

To this end, consider the following representations;

x=Ax+E(q) (3.44)
A= 41 92 (3.45)
ay; day
d d
E(g) = (dl dz) (3.46)
3 dy
. rlej“’ 0
E,_< ) rzejw> (3.47)

It is possible to diagonalize the matrix A + E(g) using the following transformation;

v=(v w) (3.48)
Where v and v, are eigenvectors of A.

D,=V Y A+E(q))V (3.49)
where D, is a diagonal matrix consisting of eigenvalues of A+ E(g). Similar to the
previous section, D matrix represents the diagonal form of the A matrix.

Now, let us transform the uncertain matrix A 4+ E(g) into the diagonal form and assign

an uncertainty region to each eigenvalue.

V1 (A+E(q))V —(D+E,)=D,—D—E, (3.50)

_ (M(CI) 0 ) B <7Ll 0) B (mej“’ 0. ) 3.5
0 g 0 A 0 rel?

Where A, 2(g) represent eigenvalues of A+ E(q) and A, » represent eigenvalues of A.

Note that the statement above is diagonal.

In order to convert the problem into a robust nonsingularity problem, the Kronecker
sum operation is introduced.

D,=D,®D, (3.52)

D=D&D (3.53)
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E,=E, ®E, (3.54)

Finally, let’s investigate the eigenvalues of the following statement;
Det (D,—~D—E,) (3.55)

If there is no uncertainty, Dy = D. Since Det (E,) # 0, then Det (Dy —D —E,) #0. If
the eigenvalues of D_q are equal to those of D + E, in the presence of uncertainty, then
Det (D, —D —E,) = 0. Actually, D+ E, defines a circle around the eigenvalues of D,

in which the radius of the circle is determined by E,.

Although it is useful to define such a guardian map, it is also difficult to determine the

singular points where the determinant vanishes, that is,
Det (D,—D—E,;) #0, VE(q) (3.56)
Since A is stable, so is D. Therefore,
det(D® D) #0 (3.57)

det (D) #0 (3.58)

Hence, Det (D_q —D— E_,) # () is equivalent to,
Det (~1+D ' (Dy—E;)) #0 (3.59)

This expression shows that if one of the eigenvalues of Efl(D_q —E,) is 1, then the
determinant vanishes, which means that one of the eigenvalues of the uncertain system

crosses the predefined region border.

. . . . . =1,
An interesting observation is that the distance between the eigenvalues of D (D, —
E,) and 1 indicates how close an uncertain eigenvalue is to the predefined region

border. This idea can be used for defining a cost function for D-stability.

One additional operation is required to isolate the more meaningful elements of

D '(Dy—E).

Spectrum of X, where X = X © X is spec(X ®X) = {Ai+A;: 4;,A; € spec(X) }.

A0
X = .
( 0 )bz) (3.60)
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SpeC(X GBX) = {211, M+ A, A —l—)Lz,le} (3.61)

Since it is more convenient to consider the first and the last eigenvalues, an isolation

matrix can be defined.

Let M be an isolation matrix for 2x2 A matrix,

1 0 00
Mrr:= 3.62
22 (0 0 0 1) (3.62)

Then, M D! (D_q—E) MT is a 2x2 matrix, and the eigenvalues of this matrix are

related to the cost function for each eigenvalue of the uncertain system.

For a 3x3 A matrix, the isolation matrix is,

1 0000O0O0OO
My3:=]10 00O 1 00O O (3.63)
000O0O0O0OO0O0'1

By following the same pattern, required isolation matrices can be found for

higher-order systems.

3.3.2 The proposed guardian map

Although it is quite convenient to express the problem with the previous guardian
map, it suffers from the direction search problem since the search algorithm has to
investigate all directions of the term e for the circular D-region case. This leads to an
unnecessarily complex search algorithm. The new approach should rely directly on the
distance without involving the direction. At this point, the Kronecker product may be
more useful since the spectrum of the Kronecker product consists of the multiplication

of all eigenvalues, that is,
spec(A®B) =Apj, i=12,...n, j=1,2,...m (3.64)

where A; is an eigenvalue of A and ; is an eigenvalue of B. Multiplication of
eigenvalues leads to the square of the distance. This idea may be useful for representing

uncertainty radius.

Consider the following expression;

Dgp = (Dy— D) ® (Dy—D) (3.65)
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Here, Dgand D represent the uncertain diagonal matrix and the nominal diagonal
matrix, respectively. Kronecker product of the difference matrix leads to the distance

information between nominal and perturbed poles, that is,

(Dq—D) ® (Dq—D) -
G RN I
(3 |

{(Aql — )%, (A — 1)’ } e spec{Dkp} (3.67)

Now, in order to define an uncertainty region, the following matrix can be used;

. r 0
Er_<0 r2> (3.68)

Since the aim is to make the determinant zero when the uncertain poles cross the

boundary, the following expression can be used;
det [(Er®Er)_1 (D, — D) ® (D, —D) —1} £0 (3.69)
Note that when there is no uncertainty, the expression is reduced to;
det[—1] #0 (3.70)
Also, if the uncertain poles cross the boundary, one of the entities of
(E,®E,)"" (Dy—D)® (Dy—D) (3.71)

is reduced to 1, and therefore the determinant is zero.
Theorem 3.2: Let A, = Ay + E, be a family of uncertain matrices, where Ag isthen xn
nominal matrix with no eigenvalues on the imaginary axis, and Eg is the perturbation

matrix.Let,
V= <V1 vZ) (3.72)

where v| and v are eigenvectors of A,.
D, =V~1AV (3.73)

D is the diagonal matrix whose entities are eigenvalues of Ay.

rn 0 O
Er:: 0 '-_ 0 (3.74)
0O 0 r,

50



Then, A, is D-stable if and only if
det (£, @ )" (Dy—D) @ (Dy— D) 1| # 0 VE, (3.75)

where; D regions are defined by circles with radii defined by E, and their centers are

defined by D.
Corollary 3.2 :

det |(E, 2 E,) " (Dy—D) @ (D~ D) 1| #0VE, (3.76)

p|(E:@E) ™" (D,~D) % (D,~D)| <1 (3.77)

where p is the spectral radius.

3.4 State Feedback Controller Design

The proposed approach can be applied to the state feedback problem. The following
design guideline shall be followed;

1. Define (A +E, ,B,C,D) matrices

2. Check controllability

3. Transform A + E; + B K into modal form to obtain D,

4. Define the desired eigenvalue locations in diagonal form, D

5. Obtain following;

M (D,—D)® (D,—D) (E,®E,) ' M" (3.78)
) 1 000 . .
where the matrix M= 000 1 for 2 x 2 A matrix. Note that, depending

on the size of A, the structure of M matrix is changed.

6. Define the uncertainty radius for each eigenvalue

7. Define the cost function J;, to minimize as follows;
Jp=Max A (M (D~ D)@ (D~ D) (E-9E)" ' MT) VE,  (3.79)

8. Minimize J, for K
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3.4.1 Case study: State feedback controller design

Consider the following example,

c=(1 o)

Since Rank (B AB) = 2, the system is observable. Let,

D, £ Diag (A+E,+BK)

b _ (Par 0
7 0 Dp

Dy =% (—6+d+ds+ki+ky—\a+b+c)

such that

where,

a=d}+d2+4(-5+k —k)
b="2dy (4—ki +ky)
¢ =—2d1(4+ds—ki +hko) + (ki + ko)
Dy =4 (—6+d +ds+ki+k+ Vd+e+])
d=d?+d3+4(=5+k —kp)
e=2dy(4—k) +ko)

f==2d\(4+ds—ki +k)+ (ki + k»)*

52

(3.80)

(3.81)

(3.82)

(3.83)

(3.84)

(3.85)

(3.86)

(3.87)

(3.88)

(3.89)
(3.90)
(3.91)
(3.92)
(3.93)
(3.94)
(3.95)

(3.96)



The desired eigenvalue location matrix D is given below;

—-10 O
D:< 0 _2> (3.97)

Finally, the controller gains can be obtained as a result of the following optimization;
Min J, =
—1 T
Max A (M (Dy=D) @ (Dg—D) (E,@ E,) ' MT) VE, (3.98)
subject to K

After the optimization the following controller gains and objective function are

obtained;

Table 3.1 : Controller gain and objective function.

Controller Gain Objective Function
(1.105 —7.996) 0.806

Since the objective function given in Table 3.1, J, < 1, all uncertain eigenvalues are

contained in a predefined D-region.

The eigenvalue spread of the uncertain system is obtained as in Figure 3.1

~10 -8 -6 4

Figure 3.1 : Eigenvalue spread obtained for K*.

53



3.5 State Space Representation of DOB

Finally, the proposed design method is applied to the disturbance observer design in

this section. Assumptions: The following assumptions have been made [92];

1. The plant model is strictly proper
2. The plant model does not have zero at the origin

3. The disturbance model is known

Let the nominal system has the following form;
x=Ax+B(u+d) (3.99)

y==Cx (3.100)

where x € R" , and the system is both observable and controllable. The disturbance
model is;

Xq :Adxd (3.101)
d= Cdxd (3.102)
Where x; € R", (A4,C,) is observable, and A, has at least one zero eigenvalue.

The observability condition can easily be understood in the context of a disturbance

observer since the disturbance estimation is based on the system output signal.

At this point, it is also worth noting that the disturbance signal d and the control input u
are assumed to affect the system via the same channels, which is called in the literature
as the “matched condition”. But in general, this may not be true. However, for the sake

of simplicity more specific case has been considered at this point.

To express the complete system more compactly, the augmented plant, P,, is given as
follows;

Xq=Ay Xg+ Bau (3.103)

. T
where the augmented state vector is x, = [x X } , and the augmented system

matrices are,

L Co= [C 0] (3.105)
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By assuming the augmented plant is observable;

Ta=Ag R+ Bq u+L (g —Cq Xa)= (Aa+LCa)xq + [Ba L} H (3.106)
d= [o Cd} Xa (3.107)
0 Ca| 2 Cua (3.108)

where Cy, is the augmented output matrix. The DOB structure in state space is given

in Figure 3.2.

Augmented Plant

Ug u Xg Xg
—O—7 B e
A
Aq
r"
L O
A
_—» B, Xa f v » C,
A, |
DOB
d [0 Cq] |

Figure 3.2 : Disturbance observer structure in state space.

3.5.1 Case study: Design of the DOB based on a new guardian map

Consider the following example for the system given in (3.103);

-2 0
A0=<0 —1) (3.109)

a0\ (D0 05 0
E(q)_<0 d4>_< 0 [-05, o.5]> (3.110)
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E=|0 n ol=]0 15 0 3.111)
0 0 r 0 0 2
1
B:(1> (3.112)
c:<1 1) (3.113)
Ag = (0) (3.114)
C=(1) (3.115)
l
L=1|n (3.116)
I3
Then,
—24di+1 I 1
A+LC = I lddi+D 1 (3.117)
Is s 0

The desired eigenvalue locations are assumed to be -20, -3, and -3. Following the

design steps outlined in Section 3.4, the observer gain matrix is found to be;

—25.6938
L= 2.79406 (3.118)

—42.6519
The same D-region (a disk centered at —3 with radius 1.5) is assigned to the dominant
eigenvalues. However, the D-region for the third eigenvalue (a disk centered at —20
with radius 2) is left more relaxed. Figure 3.3 shows the eigenvalue spread of the
design. It is one of the main advantages of the proposed design method that the
uncertainty regions can be assigned to specific nominal eigenvalues. In the DOB design
example, more strict D-regions are assigned to the dominant eigenvalues, both of which
are at —3. Hence, the objective of the design is to restrict dominant eigenvalues to these

regions.
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-20 -15 -10 -

Figure 3.3 : Eigenvalue spread of the proposed design.

3.5.2 Conclusion

This study proposes a new way of designing DOB for uncertain systems by a novel
guardian map. The main contribution of the study is that it allows constraining
uncertain eigenvalues into separate predefined D-regions. The predefined regions for
nominal eigenvalues can be different from each other. As a result, different robustness
criteria are assigned for each of the nominal eigenvalues. However, the curse of
dimensionality is the main drawback of the method, and handling it is considered in

future work.
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4. DISTURBANCE OBSERVER DESIGN BY EXTENDED LOOSE
EIGENSTRUCTURE ASSIGNMENT FOR DISJOINT D-REGION
STABILITY

4.1 Introduction

Previous chapter show that the proposed guardian map is useful for representing the
problem. However, the method is computationally ineffective and this situation gets
even worse when the system order is high. Therefore, we aim to represent the problem
in a different framework. The aim of this study is to cluster the closed loop eigenvalues
in a prescribed design region such a way that design regions are defined around the
desired closed loop eigenvalues. Therefore, the design regions should be disjoint as
we have studied in the guardian map approach. Generally, there is a useful LMI
representation for D-stabilization in which the various LMI regions can be defined.
Let us review the classical results of general D-stabilization in the LMI framework

based on the work of [65].

Let D = Dy ) be an LMI region, whose characteristic function is
Fp=L+sM+3sM" 4.1)

Design a state feedback control law u = Kx for the linear system
X =Ax+Bu 4.2)

Such that closed loop system is Dy s stable.

The matrix A+ BK is Dy j stable if and only if there exist a symmetric positive definite

matrix P such that;
Rp(A,P)=LRP+M® ((A+BK)P)+M" @ (A+BK)P)T <0  (4.3)
Where & represents Kronecker product. Let W = KP,

LOP+MRAP+M' @ PAT + M@ BW +MT o WIBT <0 (4.4)
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Then the control matrix K is defined as follows;
K=wp! (4.5)

The most common LMI regions are given in Figure 4.1. This method clusters
all closed loop eigenvalues in a connected region and does not consider the
eigenstructure assignment. When the assignment regions are not common and disjoint,
assignment condition cannot be reduced to a well-known Lyapunov inequality. This
is the main difficulty of working with the disjoint regions. The aim is to cluster
uncertain eigenvalues into a disjoint region by using eigenstructure assignment. In
the eigenstructure assignment, eigenvalues are assigned strictly to desired points.
However, instead of assigning eigenvalues to specific point, designer may utilize
design regions so that there is much more design freedom left for the further control

objectives.

/7\
U ) ’ B ) )

y A y

Figure 4.1 : LMI regions.

Im Im Im

4.2 Preliminaries

4.2.1 Eigenstructure assignement approach

The above discussion motivates to introduce a new regional assignment approach to
the eigenstructure assignment problem. In this study, aim is to constrain each closed

loop eigenvalue to individual regions. Consider the LTI system:

X = Ax+Bu 4.6)

u = Kx 4.7)

where A € C'™ B € C'™. In the classical eigenstructure assignment, desired closed

loop eigenvalues, A;, are fixed in the beginning of the design. If there exist gain
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parameters &;, §; € C"xC™, &; # 0, such that,

[M—A B] H —0 4.8)

holds on R £ [&;...&,] is nonsingular, a desired state feedback is determined as
K=0R"! (4.9)

where Q = [{; ... §,]. Here, &s are closed loop eigenvectors. At this point, in order to
obtain more design freedom, methods which is proposed in the literature divided into

two different lines of research;

1. Strict partial eigenvalue assignment [62], [93]

2. Regional assignment [63]

4.2.2 Previously proposed method

A quadratic region in a complex plane is defined as follows;

B
Y

a
Foragiven ® = | € H, det® < 0, a closed region is defined as follows [66];

D@):{/IGC] [1 x}@)

> O} (4.10)

For example, a closed disc with center: A, € C, radius: r > 0 is defined as follows;
2 2 _ _
a=r"—|A|",B=2A,y=—1 4.11)

If y <0, then Dg is convex, and if ® is real symmetric, then Dg is symmetric with
respect to the real axis. Finally, a region Dg which is convex and symmetric wrt real
axis can be represented by an LMI region.

Lemma-1 in [66] states that, two column vectors p,g € C" with g non-zero satisfy;

4 ] [Z ”C] 4 p] >0 (4.12)

if and only if p = sq for some s € D€,
The result of this lemma leads to an LMI relation to determine if there exists an

eigenvalue of matrix A in the region defined by a, b and c¢. Consider

(AI—A)u = By (4.13)

Alu = Au+Bv (4.14)
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Let g £y and p £ Au+ By, then;

M*

> 4.1
(Au+Bv)* 0 1)

[u Au —I-Bv} (©)

Then, for a given Dg, A € C"™", the following statements are equivalent [66];

e JA €Dgs.t. (AI—A)u=0forsomeucC" u#0

e X € H, s.t.

X#0,X>0 (4.16)

[1 A] ©@ax)| | >0 4.17)

A*
Finding an X such that the above inequalities are satisfied is an LMI problem. By
solving this feasibility problem, it is possible to check whether A has at least one
eigenvalue in Dg or not. The following theorem gives an elegant method which utilizes
this property;

Theorem 4.1. [67]: Consider the system,

X = Ax+Bu (4.18)

u = Kx 4.19)

where A€ C"™, B € C™" Let Do, i = 1,...,nis given in the form o
) ; 8

a B
B v

Assume B has full column rank and 'y < 0. There exist pairs (u;,v;) satisfies flowing;

[M—A —B} H —0 4.21)

i

for some A; € De,, if and only if there exists Z; € Hy, such that;

i

[1 0 A B} @®z)| | > 0 4.22)
B*

Z 4 0 (4.23)

Z >0 (4.24)
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In [67], the equivalence between (4.22) and the existence of a Z;, such thatrank Z; = 1
is shown. The aim of this study is to show similar results can be obtained without

solving the rank-constrained optimization by introducing auxiliary LMI conditions.

A method to find controller gains is also proposed by [67]. Once the Z > 0 is found, a

full rank factorization of Z is made as follows;

[U* V*] (4.25)

In this case, (4.22) can be rewritten as follows;

{(AU +BV)+%U} {(AU +Bv)+EyU} —PUU* <0 (4.26)
(04
where ¢ £ —df;’/tz@, and @ = 5 [5] €H.
Y
Furthermore, by following Lemma-3 in [94], it is possible to find a matrix W, that is,
(AU +BV) + %U =cUW 4.27)

where, the right eigenvectors £ of W lead to finding closed loop system eigenvector,

thatis, u 2 UE and v 2 VE. Lemma-3 in [94] is given in Appendix Al.

Taking arbitrary right eigenvector & # 0 and eigenvalue A of W,

CUWEE WU c = {(AU +BV)+ %U} ge* {(AU +BV)+ %U} (4.28)

Since |A|? < 1, then,

CUWEEW U e = PAPUEE U < PUEE*U* (4.29)
Finally,
{(AU +BV)+ %U} EE* {(AU +BV)+ %U} < AUEEU* (4.30)

By taking u = U& and v £ V&, the initial inequality is obtained.

*

[u Au+Bv]9 “ BV] >0 4.31)

Au+

Since R = [u;...u,] is nonsingular, the desired state feedback is determined as K =

QR_l w here Q = [v;...v,|. Here, u;s are closed-loop eigenvectors.
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This elegant method, called loose eigenstructure assignment method, which is
proposed by [67] is successful in the case of nominal eigenstructure assignment.
However, in the presence of uncertainties, it is not possible to find an W matrix by using
Lemma-1 in [94]. Therefore right eigenvectors of W cannot be used as a candidate
eigenvector to solve the eigenstructure assignment problem. This study introduces a
novel method for designing DOB in the presence of parametric uncertainties. The
method does not guarantee the existence of the common eigenvector that restrict
all uncertain eigenvalues into the predetermined design regions, but it proposes a

systematic approach to find a candidate eigenvectors.

4.3 Problem Formulation

The main purpose of the study is to extend the result of loose eigenstructure assignment
to the uncertain matrix case. The following corollary of Theorem 4.1 is introduced for
further investigation.
Corollary 4.1: Consider the system;

x = A(0)x+Bu (4.32)

u = Kx (4.33)
where A(8) € C™, B € C™" and

A(8) 2 Ag+AA(S) (4.34)
M(é)é31A1+32A2+...+5kAk,5:{51 & ... Sk}eA (4.35)

A2S|YK  §=1,8()>0,i=12,...,k (4.36)

where Ag is the nominal matrix and A; € R'™" i=1,2,.. .k represents the perturbation
directions.

Let Dg,, i =1,...,nis given in the form of

® — [ﬁ P ] € H (4.37)
B v

then, there exist pairs (u;,v;) satisfy flowing;

Vi

[?Lil—(Ao+Aj) —B] H —0, j=0,1,....k (4.38)
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for some A; € Dg,, if there exists a common Z; € H, 1, such that;

1
I 0 Ap+A; B (@ ®Z> 0 (4.39)
0 1 i % :
(A0+A1)
(B)"
1
I 0 Ap+A; B (@,‘@Z) N ZO,Z#O,ZZO (4.40)
[ (Ao +Ax)
B*

Since the intersection of convex sets is also convex, it is possible to search for a
common positive semi-definite matrix Z for all matrix family.
Proof: If there exist a common Z # 0, Z > 0, then the inequalities of

1

0
I 0 Ag+A; B] (©;®2) ot a)’ >0, (4.41)
J
B*

are satisfied for all j = 1,2,... k. By Theorem 4.1, the following equality is satisfied,

=0, j=1,2,....k (4.42)

M= (Ag+A;) —B] [”"

Vi

for some 4; € Deg,.

4.4 Main Results

Corollary 4.1 is the first step of the proposed approach. Consider the system in (4.32)
and (4.33). If Corollary 4.1 is satisfied, then 3Z > 0 and Z can be rewritten using a full
rank decomposition as follows;

U
Vv

zZ— [U* V*] (4.43)

B ﬁ ’ 2 *
{((A0+A1)U+BV)+?U}{((A0+A1)U+BV)+;U} —AUU* <0 (4.44)
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B B\ vy
{((A0+Ak)U+BV)+ yU} {((A0+Ak)U—|—BV)+ yU} UU* <0 (445)

Let us use the following definitions;

F = ((Ao-i—Al-)U-i—BV)-l—%U (4.46)
G = cU (4.47)

As stated in the previous section, it is not usually possible to find a common W [94],
such that WW* <[ and F; = GW for all i = 1,2,...k. To find a common eigenvector
for the matrix family, the following step is proposed.

Theorem 4.2. Let P € H,,, and the singular value decomposition of P be given as

Jfollows;
P=UpSpV, (4.48)
where
Up= [51 & o Sum (4.49)
If there exists P > 0 satisfying following inequalities;

FPF* < GPG" (4.50)

then there exists at least one f and g pair that satisfies ||f|| < ||g||, where f and g are

a rank one matrices in the form of

[I>

f

8

Ginggi*F (4-51)

[I>

GiGéiél-*G (4.52)

and &; is the i'" column of the U,,.

Proof: If there exists P > 0 satisfying the following inequality;
FPF* < GPG* (4.53)
then the singular value decomposition of P can be written as follows;

P=U,S,V; =U,S,U; (4.54)
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Since P is positive definite U, = V). Let us write rank one decomposition of P as

follows;
UpSpUy, = 618161 + 02865 + ...+ G m&arm&im (4.55)
then,
F (Glélél* +...+ Gn+m§n+m§r>zk+m> F* (4 56)
—G(01&1&f +. . 4 Curmnimb )G <0
F * F* _ * *
o1 {F (&i&y) G(&i&)G )+ 457)

ot On+m {F <§n+mé:+m) F*—G (‘Sn—o—mé;zk—i—m) G*} S 0
Since ;& is a rank one matrix, F (&) F* and G (§;&*) G* matrices are also rank one

which means that there is only one nonzero eigenvalue for those matrices. Following

definitions are necessary for further investigation;
fi & oF&EF (4.58)
g = 0G&EG (4.59)

By introducing reasonable conservatism, frobenius norm of each component in (4.57)

can be taken as follows;

(LA = lgrlD) + (120l = M2l + - - ([ fatml = lgntml ) <O (4.60)

Since the overall inequality is satisfied already, then at least one component of the

inequality, that is,
(Sl = 1lgall) s k= 1,2,...,n+m 4.61)

has to be less or equal to zero.
O

Corollary 4.2: [f there exists a common &; that satisfies ||fi|| < ||gi|| for all inequalities

given below;

Fi (01618 + ...+ Onsmbnimbim) FT — G (01&61&] + ...+ Ouymnimysm) G <0
(4.62)
where j=1,2,....k, then u; is the best candidate eigenvector derived from the positive
definite matrix P in order to satisfy the following statement for all Ag+A;, j =
1,2,...,k,

Dol — (Ag+A)) —B} [Lv‘ ~0 (4.63)
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where A, €D, u=UE, vEVE.

Note that this method does not guarantee o;F&;E F < 01GEE*G. However, the
candidate eigenvector derived from the singular value decomposition of P is the closest
eigenvector which makes the inequality 6;F ;5 F < 61G&;E G valid.

Theorem 4.2 and Corollary 4.2 give a design method for robust eigenstructure

assignment.

4.4.1 Design steps

1. Check Corollary 4.1 to determine if there exista Z# 0, Z >0, Z € H,+p,

2. Using full rank decomposition of Z, that is,

U
z=| | |ve vl (4.64)
Vv
define the following expressions;
F = {m¢u¢wy+§U} (4.65)
G £ cU (4.66)

3. Check Theorem 4.2 for P > 0. If there exists P > 0 obtain singular value

decomposition of P, that is,

P=U,S,U; (4.67)

4. If there exists a common & (a column of U,,) satisfying the conditions of Corollary

4.2, then calculate the controller gain as follows;

u = UEandv2VE (4.68)
R 2 [up...uy] , Q=1[vi...v] (4.69)
K = OR! (4.70)

Note that, a unique design region ® can be defined for each nominal eigenvalue. This
allows defining more strict conditions for the dominant eigenvalues so that, eigenvalues
that are not close to the dominant region can be left to lie in a more relaxed design

region. This feature is especially useful when high-order systems are of concern.
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Design for nominal systems has already been proposed by [67]. With this novel
method, we extended the related theory by showing that loose eigenstructure

assignment is also applicable to uncertain systems.

The method in the literature requires one LMI solution. Furthermore, If the W matrix
is found, all eigenvectors of W can be used for the design. However, such a design
method is not suitable for the simultaneous stabilization of matrix families. On the
other hand, the proposed method in this paper employs a two-stage design in which
simple LMI solutions are required throughout the design process. Furthermore, there is
no guarantee that more than one eigenvector can be found, but at least one eigenvector
of the P matrix satisfies the condition. The most important feature of the proposed

method is that it is suitable design method in the presence of parametric uncertainties.

The proposed method has no advantage over the method in [67] for the design of the
nominal system. However, the proposed method can also be applied to the uncertain

system with parametric uncertainty while, the method in [67] cannot.

4.4.2 Design of disturbance observer in the presence of the parametric

uncertainty

Assumptions: Following assumptions have been made [92];
e The plant model is strictly proper

e The plant model does not have zero at the origin

e The disturbance model is known

Let P, has the following form;

X = Ax+B(u+d) 4.71)

y = Cx 4.72)

where x € R" , and the system is both observable and controllable. The disturbance

model is;

d = Cdxd (4.74)

69



where x; € R™, (A4,C,) is observable, and A, has at least one zero eigenvalue. The

state-space representation of the DOB is already given in Figure 3.2.

The observability condition can easily be understood in the context of disturbance

observer since the disturbance estimation is based on the system output signal.

At this point, it is also worth noting that disturbance signal d and the control input u
are assumed to affect the system via the same channels, which is called in the literature
a “matched condition”. But in general, this may not be true. However, for the sake of

simplicity, more specific case has been considered at this point.

To express the complete system more compactly, augmented plant, P, is given as

follows;

X, = Aygx,+Buu 4.75)
Ya = CaXq 4.76)
where augmented state vector is x, = [x xJ, }T, and augmented system matrices are,
A BC, B
Ay = ‘N Ba=| | C=lc o 4.77)
0 Ay 0
By assuming the augmented plant is observable;
= ~ ~ u
Xa=AgXg+Bau+L(y,—Cyx)=(Ay—LCy)xq+ [Ba L} [ ] (4.78)
y
d= [o Cd] %, (4.79)
[0 Cd] 2 Ca (4.80)

where Cy, 1s the augmented output matrix.

The relation between time domain and frequency domain representations of the

disturbance observer is given as follows [92];

d=—Gi(s)u+Gy(s)y (4.81)
where
Au+LC, —B A.+LC, L
Gi(s) = [P T e 7B Gy () = |a T e (4.82)
Caa O Caa O
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Considering the frequency domain disturbance observer equations;
d=—Q()u+0Q(s)P; (s)y (4.83)
Error dynamics can be written as follows;
ée=(A(0)—LC)e—(A—A(0))x, (4.84)

Obviously, if A{A(8)—LC} € D, then the system with disturbance observer
performance is determined by the eigenvalue spread which is constrained by the design
region D. The DOB design in the presence of the parametric uncertainty is based on

the design steps given in section 4.4.1 in which augmented system in (4.77) is utilized.

4.4.3 Disturbance observer design for reduced-order case

The motivation for studying reduced order case is twofold; the first reason is obvious,
there are some cases where all states are not observable [95]. Secondly, even if
all states are observable, the designer may want to utilize low order DOB which is
more desirable for number of reasons such as fast disturbance estimation and low
complexity. For discrete system, a DOB design has been proposed in [96].

Consider the system

X = Ax+B(u+d) (4.85)

y = Cx (4.86)
where x € R" and the disturbance model is;

Xg = Agxy (4.87)

d = Cyxy (4.88)

where x; € R, (A4,Cy) is observable, and A, has at least one zero eigenvalue.

As it is given in (4.75), the augmented plant is given as follows;

Xg = Auxq+Buu (4.89)
Ya = CaXq (4.90)
where augmented state vector is x, = [xT xg }T, and augmented system matrices are,
A BCy B
= Ba=| |, Ca=C 0] 491
a O Ad a O a ( )
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In this case, if the observability matrix of (A,,C,) has rank< n + n4, where n+ny is

the size of A, then there exists a similarity transformation such that;

=TI
S S

al
IN)

TA,TT

= TB,

= cr’

(4.92)
(4.93)
(4.94)

where T is unitary and the transformed system has unobservable modes, if any, in the

upper left corner. The transformed matrices are given below;
A, =
B, =
6a -

where (C,,,A,,) is observable, and the eigenvalues of A

Now, only observable part is considered during the design process.

transformed system given below;

7z =

y:

A, A2
0 Ay

B

Ano

B.,
0 G|

Ano

Au(8)z+Buu

Ka(5) - Aa0+Al+ +Ak
where
A, = TATT
Ay = TATT
Let Dg;, i =1,...,n1s given in the form of
o
G)i: — B ceH,
B v

There exists pairs (u;,v;) satisfies following;

% =T
ﬂvzl - (Aao +Ai) _Ca]

-7

u,-] —0
Vi
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(4.96)

(4.97)

are the unobservable modes.

Consider the

(4.98)
(4.99)

(4.100)

(4.101)
(4.102)

(4.103)

(4.104)



For some A; € Dg,, if there exists a common Z; € Hy 1, +m such that;
[1 0 (Auo+41)* 55] ©©2)| o[>0 (4.105)

If a solution exists, then 3Z > 0 and can be rewritten by using full rank decomposition

as follows;

v v] ’ (4.106)

{(ZZOU +CuV) + %U} {(ZZOU +ChV) + %U} _AUU <0 (4.107)

{((ZZO +ANU+CIv) + %U} {((ZZO FANU+Cov) + %U} —_AUU* <0
(4.108)

{((Zfo +AOU+CIv)+ %U} {((ZZO +AOU+CLV) + %U} —AUU* <0

(4.109)

Following definitions are required for further investigation;
F 2 {((ZZO+Z?)U+GZV)+%U} Q=12 k (4.110)
G 2 U (4.111)

As it is stated in the previous section it is not possible to find a common W, such that

WWw* <I, and
FF = GW (4.112)
E = GW (4.113)
F, = GW (4.114)
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In order to find a common eigenvector for all matrix family, similar design steps can be
followed. Note that, with the above definitions, Theorem 4.2 can be applied directly.

If there exists a common & for all inequalities given below,

F; (Gl 51 51* +...+ Gn+m§n+m€;j+m> F;*
_G(Glélél* +.oot Gn+m§n+m§r>zk+m)G* S 0

o1 {F(G&NF —G(&E)G )+
+Ontm {Fl (gn—&-mé:er) F;* -G (€n+m§rf+m) G*} <0

where, i = 1,2,... k. Then & is the candidate vector to satisfy the following statement

foralle,j: I,....k

(4.115)

(4.116)

[7L,~I—<ZZO+ZJT> —EZ] ~0 4.117)

where, A, e D,u = UE, vEVE.

4.5 Case Studies

This section explores three case studies. The first study examines a nominal system
with no uncertainties, while the second example considers an observable system with

uncertainties. Finally, the third case study explores the reduced order system scenario.

4.5.1 Case-1: Design example for nominal system

Now let us use the proposed method for the nominal system. Let A and B be given as

A= [ -3 3‘1] . B= [O'5] (4.118)
3.1 -3 0.6

follows;

and © € H; be given by

23397 —543.1;
@—[ 2l 4.119)

C|-5-3.1 -1

This means that the eigenvalue region is defined as a disc centered at —5 £ 3.1 with

radius 0.8. By solving the following inequality,

10 A Bj©22)| |20 (4.120)

B*
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Z is found to be as follows;

0.1247 0.0064 —0.206] —0.4329+0.5056;
Z = * 0.3537 —0.9578 —0.7293 4.121)
* * 4.4512

Eigenvalues of Z are given below;

0
A(Z) = ]0.0488 (4.122)
4.9907

So, Z is clearly positive semi-definite. Let z be re-written as follows;

U

Z= [U* v*} (4.123)

where
B —0.3201 0.1491 —0.037 4.124)

©|=0.0314—0.5745] —0.0248+0.1482j —0.0005+ 0.00035 j '

V:[1.3683+1.6047j 0.0338 4+ 0.0535 0.0001+0.0004j} (4.125)

Then,
= (AU—l—BV)—I—[—:/U (4.126)
G = cU (4.127)

Solution for FPF* < GPG* is given below;

2.1873 0.0638 —0.0127; —0.0008 +0.007j

P= * 1.7518 0.0250 —0.0783j (4.128)
" * 0.8264
0.8190
A (P) = |1.7496 (4.129)
2.1969

Clearly, P is positive definite. Therefore, the SVD of P can be written as follows;

P=U,S,U; (4.130)
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where

[2.1960 0 0
S, = 0 17496 0 (4.131)
0 0  0.8190
U, = [gl £ @} (4.132)
[ —0.9894 0.1451 —0.0093
= |—-0.1425-0.0283; —0.9666—0.1917; 0.0867+0.0174; (4.133)
| —0.0004+0.0036; —0.01—0.0882j —0.1103—0.989;

In this case, the columns of U, are the candidates for the solution. As suggested by the
Theorem 4.2, at least one & has to satisfy the inequality of ||FEE*F*|| < ||GEE*G™||.
The solutions of ||[FEE F*|| < ||GEEXG*|| fori = 1,2,3 are given below;

[FEETF|| —||GEE G| = —0.245 (4.134)
|F&E FF|| —1|G&E G| = 0.1727 (4.135)
|FEETF™|| —1|GEE5 G| = 0.0019 (4.136)

Only & satisfies the inequality, so the closed-loop eigenvectors can be found as

follows;
0.2954 — 0.0042 j
u = U§ = / (4.137)
0.0388 +0.5480
v £ V&=[—1.3571—1.5962]} (4.138)
uy = uj (4.139)
o= (4.140)
Then,
Ry = [”l Mz] (4.141)
On = [Vl Vz] (4.142)
K = O.R, ':[—4.2066 —2.0451} (4.143)

The assigned eigenvalues and D-Regions are shown in Figure 4.2.
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Figure 4.2 : The location of eigenvalues

4.5.2 Case 2: Design example for an uncertain

(Case 1: Nominal System).

system

In this case study, a DOB-based inner loop is designed in the presence of parametric

uncertainty. Let A and B be given as follows;

[ 3 3.1
Ay = |-3.1 -3
00
[ 09 009
Ay = |-09 09
0 0
(09 —0.9
A, = |09 —09
0 0
1 02
B = |05 1
106

.

0 (4.144)
_6_
.

0 (4.145)
0.4]

0
0 (4.146)
—0.4
(4.147)

where, the matrix family is defined as; A(8) = Ag + 0141 + 5 A,. The disturbance

model is given below;

)fd = Adxd

d = Cdxd
where x; € R"™

Ay = 0

c, o= 1

o
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Finally, the augmented state vector is x, = [x” x}, }T, and augmented system matrices
are,
A(8) BC, B
Ay(8) = B, — ,C:[C o] 4.152
[0 5] 1 o
and ®,0; € H; be given by
(3936 —6+3/]
0, — ot (4.153)
—6—-3j —1
[ 144 —124]
@ = e (4.154)
12— -1

which mean that eigenvalue region ®; is defined as a disc centered at —6 + 3 with
radius 2.5, and ®; is defined as a disc centered at —12 4= 1 with radius 1. By utilizing

the duality principle, the following LMIs are to be solved;

-
10 (Ag+An) Cl|(@1©2) 0 > 0 (4.155)
(Ao +Ay)
L G
©, ]
10 (Ag+Ar) Cl|(@102) 0 > 0 (4.156)
(Ag+A2)
L G
[ ]
« AT 0
10 (40 cl](@®2) > 0 (4.157)
(Ao)
Cq
[
x AT 0
10 (dg)" cI](@:@X) > 0 (4.158)
(Ao)
L Ca
> 0 (4.159)
X > 0 (4.160)
Z and X are found to be as follows;
[0.0524 212 213 214 215 ]
* 0.0135 223 224 225
Z=10"| « x  0.0896  z34 235 (4.161)
* * * 0.0033  z45
| * * * * 0.4414_
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where,

where,

<12

<13

<14

<15

223

224

<25

34

X12

X13

X14

X15

X23

X24

X25

X34

X35

X45

= 0.0058+0.0222;

= 0.0189—0.0459;

= —0.0082+0.0103;
= —0.1167—-0.0716;
= —0.0062 —0.0077;
= 0.0021+0.0041;

= —0.04993 4+ 0.0225;
= —0.0172—-0.0031;
= —0.0198 —0.1604

= 0.0085+0.0374;

X12 X13 X14
0.0259 X23 X24
* 0.1728 X34

* * 0.0049
* * *
= 0.053+0.0047;

= 0.1376 —0.0071;

= —0.0231+0.0023;
= —0.8030—-0.0929;
= 0.0658 —0.0092;

= —0.0109+0.0021;
= —0.3940—-0.0113;
= —0.0291+40.0014;
= —0.9932-0.1661;

= 0.164940.0359;
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X15
X25
X35
X45

5.997|

(4.162)
(4.163)
(4.164)
(4.165)
(4.166)
(4.167)
(4.168)
(4.169)
(4.170)
(4.171)

(4.172)

(4.173)
(4.174)
(4.175)
(4.176)
4.177)
(4.178)
(4.179)
(4.180)
(4.181)
(4.182)



Eigenvalues of Z and X are given below;

A(Z)=10"7

Let Z be re-written as follows;

Then,

G, =

o
oS O O O

Bi

(Aa +A1)UZ+BVZ) + 7UZ

Bi

(Aa+A2)UZ+BVZ)+7UZ

C1UZ

(4.183)

(4.184)

(4.185)

(4.186)

(4.187)

(4.188)

where ¢} = y/—det(®;) =2.5 . Considering Theorem 4.2, there exists a solution for

P, that is, )
0.0233

where

P12
P13
P14
P15
P23
P24
P25
P34
P35

P45

P12 P13 P14

* 0.0366  po3 D24

* 0.0944 P34
0.0021

* * *

* *

= 0.001+0.0005;

= —0.0001+0.0018;
= —0.0032—0.0014;
= 0.0013+0.0026,
= 0.0241—0.0034;
= 0.0014 —0.0025,
= —0.0028+0.0013;
= 0.0058+0.0017,
= —0.0026 —0.0058;

= —0.0008 —0.0014;

80

P15
P25
P3s
P45

0.0066 |

(4.189)

(4.190)
(4.191)
(4.192)
(4.193)
(4.194)
(4.195)
(4.196)
(4.197)
(4.198)

(4.199)



Since all eigenvalues of P are positive, the SVD of P can be written as follows;
P=U,S,U, (4.200)
where

UP:[gpl E2 Ep3 Epa ﬁps] (4.201)

In this case, columns of U, are candidates for eigenvectors. As suggested by Theorem

4.2, at least one &, has to satisfy the inequality of ||FE,&,"F*|| < [|G,E,"G*||. Only

~0.9190

0.297+0.1509,

Ep= | ~0.1142-0.0914 (4.202)
0.1084 —0.0301,

| -0.0643 +0.0797, |

satisfies the inequalities ||F;Ep3E,3" F*|| < ||G&p3&p3" G*|| for all i.

Let X be re-written as follows;

Ux * *
x=|, s vy (4.203)
Then,
Fy & {(AaUx +BVy) + B—;Ux} (4.204)
Gy = U, (4.205)

where ¢; = 1/ —det(0,) = 1, Considering the Theorem 4.2, there exists a solution for

R, that is,

23412 rpy i3 ria ris
* 1.9221 3 4 s
R = * * 1.3904  ry r3s (4.206)
* * * 0.9692 45
| x * * * 0.1390
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where

rip = —0.1208 +0.0405;
ri3 = —0.0650+0.0365;
rig = —0.0110—0.0230,
ris = —0.1639—-0.1803;
r;3 = —0.0342+0.0449;

ra = 0.0284+0.0456
rs = 0.3408+0.0352;
r = —0.0231+0.0235]
r3s = 0.1626+0.1218;

rys = —0.0383+0.0978
Since all eigenvalues of R are positive, SVD of R can be written as follows;

R = UpSgU;;

Ur = grl érZ 5}’3 5;’4 €r5

In this case columns of Ug are candidates for eigenvectors.

(4.207)
(4.208)
(4.209)
(4.210)
4.211)
(4.212)
(4.213)
(4.214)
(4.215)
(4.216)

(4.217)

(4.218)

As suggested by Theorem 4.2, at least one &, has to satisfy the inequality of

‘ |F4§r§r*F4* ’ ’ < ‘ |G§r§r*G* ‘ |

Since ||Faé1 &1 " Fy*|| — ||GE1ETGH|| = —0.243, &, given below satisfies the

inequality ||FaGr1&ri " Fa*[| < ||GE-1 517G,

~0.9368
0.3064 +0.0383
E1= | 0.0781+0.0213]
0.01553 —0.0152
| 0.1192-0.0760;

Hence, the closed-loop eigenvectors can be found as follows;
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0.6949 +0.0562 j
_4 | 0.1295—-0.3020;

u £ Uzl = 0.2904 +0.5669 (4.220)
—0.1086 —0.1352;

v 2 V=107 —1.6397+1.0083j] 4.221)

w = U (4.222)

v =V (4.223)

0.2995 —0.0012;
0.1492 —0.0124;

s = UxEy = / (4.224)
0.3673 +0.0149

—0.0604 — 0.0054 j

vy = Vyéi = |—2.284040.2633] (4.225)
w = o (4.226)
Vg = V3 (4.227)
(4.228)
then,
R, = [ul i M} (4.229)
0, — [vl vy Vs m] (4.230)
—18.9317
17.1332
I—OR— 4231
CuRy ~21.1235 ( )
142.1487

The eigenvalue-spread of the proposed design is given in Figure 4.3. Note that,
all dominant eigenvalues are restricted in the predetermined disjoint regions. Only
nominal eigenvalues corresponding to the eigenvectors u3 and u4 are constrained in the
predetermined regions and uncertain eigenvalues are not constrained in those regions.
The comparison of the step responses of system with DOB and without DOB is given
in Figure A.1 in Appendix A2. As shown in Figure A.1, the open-loop system without
DOB is more sensitive to both parameter changes and unknown disturbance input.
On the other hand, the step response of the uncertain system with DOB is close to

the nominal step response even under the unknown disturbance inputs. Note that,
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e Uncertain Eigenvalues

Nominal Eigenvalues

Figure 4.3 : The design by the proposed method (Case 2: DOB Design for uncertain
system).

DOB estimates not only the external disturbances but also the effects of the parameter

changes.

4.5.3 Case 3: Design example for reduced-order case

In this case study, a DOB-based inner loop is designed in the presence of parametric

uncertainty. Let A and B be given as follows;

Ao

Al

Ar

[ 3 31 0]
31 -3 0

| 0 0 —6]

(07 15 0]
15 0 0

0 0 0.1}

(07 —15
15 0

|0 0

(1 02

05 1

106

[1 10
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0
0

—0.1

(4.232)

(4.233)

(4.234)

(4.235)

(4.236)



where, the matrix family is defined as; A(8) = Ag + 0141 + »A,. The disturbance

model is given below;

x'd = Adxd (4237)
where x; € R"
Ay = 0 (4.239)
1
Cqy = [ ] (4.240)
0
Finally, the augmented state vector is x, = [xT xg }T, and augmented system matrices
are,
A(8) BCy B
A () = B, — ,C:[C o} 4241
() [ o allB=|] c @.241)
and ®,0, € H; be given by
[21.61 —4+3j
0, = R (4.242)
—4 -3 —1
(384 —20
0, = 4.243
2 50 1 ] ( )

which mean that eigenvalue region ®; is defined as a disc centered at —4 £+ 3.1 with
radius 2, and ©; is defined as a disc centered at —20 with radius 4.

Note that, system (A,,C,) is not observable. Let us decompose the system into
observable and unobservable subspaces.

Using similarity transformation, 7', that is;

0 0 10
0.2289 —0.2289 0 0.9462
T = (4.244)
—0.6690 0.6690 0 0.3237
| 07071 0.7071 0
—6 09462  0.3237 0
_ ~0.2061 0. 1.
A _ |0 —02061 09559 1.0035 (4.245)
0 0.6024 —2.7939 —2.9331
0 0 3.2764 -3
C., = |0 00 1.4142] (4.246)
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Note that, A,,, = —6, so only one mode of A, is not observable. By utilizing duality

Ano

principle, following LMIs are to be solved.

o (%)

10 @+A) Cl]©e2)

10 (A4A) Cll@ez)]|

10 (&)

Z and X are found to be as follows;

0 —0.0001
L |x 00023
*k ES
* *
—0.0106
z = 103 °

*

Xx

1
* 0
Cﬂ (©1®Z) |- | =
Aq
Ea_
S
0
S — >
| G
S
0
S
( a+A2)
| G
T
., 0
Cl@ex)| o | =
¢ (Aq)
a |
>
X >
0.0004 —0.0037
—0.0107 0.1160
0.0513 —0.5822
* 6.8923
212 213 214

0.4168 723 224
* 0.4965 z3
0.5133

* *
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(4.247)

(4.248)

(4.249)

(4.250)

(4.251)
(4.252)

(4.253)

(4.254)



where

zp = —0.0485—0.0288; (4.255)
23 = —0.0199+0.0568; (4.256)
z14 = 0.0428 —0.0364] (4.257)
23 = —0.1053—0.4536/ (4.258)
24 = —0.0857+0.4218; (4.259)
24 = —0.4590—0.2234; (4.260)

Eigenvalues of Z and X are given below;

0 0
0 0
AMzZ)=107 , A(X) = (4.261)
0 0
0.14 6.9435
Let Z be re-written as follows;
U. *
z= || |v: V] (4.262)
v
Then,
Fi & (AU +CoVe) + [i,l (4.263)
B £ ((Al,+AD)U+CLVe) + B] (4.264)
Fs £ ((Ago‘FAg)Uz‘i'Cc{Vz)“’%le (4.265)
G = au (4.266)

where, ¢; = \/—det(®;) = 2, considering the Theorem 4.2, there exists a solution for

P s.t. P > 0. Therefore, SVD of P can be written as follows;

P = UpSpUIT (4.267)
where
Up= [5;71 &2 Ep3 5,;4] (4.268)
—0.0705 0.9811
—0.7355+0.5258 —0.0711—-0.0117;

Ep1 = , Epp = (4.269)

—0.1463 —0.3777 —0.0818 —0.0016;
0.0966 — 0.0647 j 0.0009 —0.1596
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—0.1374 0.1163
0.1226 — 0.2002, | 0.2991+0.1810;
—0.1062 — 0.3827 1S = | 04758 - 0.6672 j
—0.2886 — 0.8277; 0.2898 +0.3297

Ep3 = (4.270)

In this case columns of U, are candidate for eigenvectors. As suggested by Theorem

4.2, at least one &, has to satisfy the inequality of || FE,&,"F*|| < ||GE,€,"G*||. Only

&, satisfies the inequalities ||[FEpn & Fi*|| < ||GEpn&p " G*|| for all i, that is,
1F18p28p2 " Fi*|| = 1|GEp2Epa" G| = —0.0034

|2 palpn " Fo*|| — ||GEpapa” G*|| = —0.0005 (4.271)
|B3Emépm F3*|| — ||GEpépn " G*|| = —0.0021

Let X be re-written as follows;

U
X= | [U; Vx*] (4.272)
Vi
Then,
F 2 (AZUX+CZVX)+%2UX (4.273)
G 2 U, (4.274)

where ¢, = \/—det(®;) = 4. Considering the Theorem 4.2, there exist a solution for

R such that R > 0. Therefore, SVD of R can be written as follows;
R = UgrSrUg 4.275)

where,

Ug = [§r1 &2 &3 & 5r5] (4.276)

In this case columns of Uy are candidate for eigenvectors. Then, at least one &, has to
satisfy the inequality of ||F; §,.&."F}|| < ||GE.&,"G*|).
&,1 given below satisfies the inequality ||F1&1&1 F'|| < ||G&1817" G|

1
—0.0023

= 4277

1 —0.007 (4.277)

—0.0088
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Finally, the closed-loop eigenvectors can be found as follows;

0.0027 +0.0007 j
up 2 U= |-0.0169+0.0107; (4.278)
—0.008 —0.0207 j
vi £ V€, =10.0156+0.0151; (4.279)
vy 2y (4.281)
0.0014
u3 = Uxéq = |—0.0445 (4.282)
0.2217
v, & vxgrlz[—zﬁzsz} (4.283)
Then,
Rn:[ul 0 u3] (4.284)
Qn:[vl v vs} (4.285)
0
0 —145.2808
K= = (4.286)
OuR; —17.4654
—14.4169

Note that, all dominant eigenvalues are restricted in the predetermined disjoint regions
as it is seen in Figure 4.4.
Unobservable eigenvalues are not taken into account, but they are in the left half plane,

so the design is valid.

The comparison of the step responses of system with DOB and without DOB is
given in Figure A.2 in Appendix A3. As shown in Figure A.2, the open-loop
system without DOB is more sensitive to both parameter changes and unknown
disturbance input. On the other hand, the step response of the uncertain system with

DOB is close to the nominal step response even under the unknown disturbance inputs.

4.6 Conclusion

This study proposes a new controller design method for uncertain systems via

extended loose eigenstructure assignment. The study’s main contribution is that it
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e Uncertain Eigenvalues
Nominal Eigenvalues Im

Re

Figure 4.4 : Reduced-order design by proposed method (Case 3: Design example for
reduced-order case).

allows handling robust root clustering problems for disjoint regions in the context
of eigenstructure assignment. The concept of loose eigenstructure assignment has
been enhanced to cover uncertain systems with acceptable conservatism. The method
does not require any heuristic algorithms, and eigenvectors are selected among a finite
number of vectors.

The concept has been applied to a disturbance observer design to restrict uncertain
eigenvalues spread into predetermined disjoint regions. The method allows the
flexibility of defining the different levels of measures for each nominal eigenvalue so
that some eigenvalues can be left more relaxed, as it is carried out in the case study.
Using the proposed method, an inner loop DOB-based system is designed to reject both
external disturbances and the effect of internal uncertainties. Results showed that the
behaviour of the uncertain system with DOB-based inner loop is close to the behaviour
of the nominal system.

There are some cases where all states are not observable, or the designer may want
to utilize low-order DOB, which is more desirable due to several reasons such as fast
disturbance estimation and low complexity. To cover these kinds of design concerns,

the reduced-order disturbance observer design will be studied in the future.
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5. CONCLUSION

In this thesis, the disturbance observer-based control systems are analysed and
various design methods are proposed for designing DOB-based control systems in the
presence of parametric uncertainties. The research direction begins with the analysing
DOB-based control systems in the frequency domain and spherical polynomials are
used to represent uncertain dynamics. The value set concept is adopted to validate
the results. In order to design a robust disturbance observer-based control system,
two methodologies in which robustness is the major design criterion are proposed.
Although the first method is useful to represent the disjoint uncertain regions and
to constrain the uncertain eigenvalues within those regions, the method suffers from
curse of dimensionality which leads to a computationally inefficient approach when
the high dimensions are the case. On the other hand, the extended loose eigenstructure
method is promising in that sense especially when dealing with reduced-order system

dynamics.

The first research study within the thesis suggests a novel method for examining the
DOB-based system by utilizing the spherical polynomial approach. The verification of
the outcomes has been established through the adoption of the value set principle for

spherical polynomials.

The main contributions of this study can be listed as follows: Firstly, the adoption of the
spherical value set approach for uncertain polynomials has been made for the first time
in disturbance observer-based control systems. Secondly, the robustness margin for a
given DOB-based system has been systematically described in the context of spherical
polynomial families, which has not been done before. Thirdly, the non-minimum
phase case has been examined, and a detailed discussion has been made regarding the
bandwidth constraints. Lastly, the effects of low-order DOB filter design have been

investigated and discussed for potential impacts.

The analyses conducted in the first part of the study show the following results: If the

nominal and uncertain plants have the same structure, and the uncertain parameters
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are present only on the denominator of the plant, then the robustness margin will
increase as the DOB filter bandwidth increases (if the DOB bandwidth is higher than
its minimum value). Additionally, the study demonstrates that when the nominal plant
is first-order, irrespective of the order of the uncertain plant, the relation between
robustness margin and DOB bandwidth is not straightforward. Therefore, it is not
guaranteed that an increased DOB bandwidth will lead to an improved robustness
margin in general. The same conclusion is valid for the affine linear case, where
uncertain parameters are present both in the numerator and denominator of the plant.
Lastly, the proposed method in this study enables the examination of the non-minimum
phase case, in which the DOB-based systems may lose their superiorities, allowing
for a more comprehensive analysis. The analytical derivation of the relation between
the bandwidth and robustness of a disturbance observer has been carried out using a

spherical polynomial representation.

The results obtained in the first part of the study have led to a new research direction.
Specifically, the state space approaches are utilized to introduce novel design methods
for the disturbance observer under parametric uncertainties. To this end, two new
approaches are proposed. The first study presents a new approach to designing
DOB for uncertain systems through the use of a novel guardian map. The main
contribution of this study is that it allows for the constraint of uncertain eigenvalues
into separate predefined D-regions. It is noteworthy that the predefined regions for
nominal eigenvalues can differ from each other, thereby assigning different robustness
criteria for each of the nominal eigenvalues. However, it is important to note that
the method has a drawback, namely the curse of dimensionality, which requires
further consideration in future work. As the dimension of the system increased, the

computational effort also increased.

The final part of the study proposes a new controller design method for uncertain
systems using a novel eigenstructure assignment within the LMI framework. The
main contribution of this method is that it enables robust root clustering problems to
be addressed for disjoint regions in the context of eigenstructure assignment. Notably,
the concept of loose eigenstructure assignment has been improved to accommodate

uncertain systems while maintaining acceptable conservatism. Furthermore, this
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method does not require the use of heuristic algorithms, and robust eigenvectors are

selected from a finite number of alternatives.

The concept of extended loose eigenstructure assignment has been applied to the
design of a disturbance observer to constrain the spread of uncertain eigenvalues
into predetermined disjoint regions. The proposed method enables the flexibility of
defining different levels of measures for each nominal eigenvalue, thereby allowing
certain eigenvalues to be left more relaxed, as demonstrated in the case study. By
utilizing this method, an inner loop DOB-based system has been designed to reject
both external disturbances and the effect of internal uncertainties. The obtained results
have demonstrated that the behavior of the uncertain system with a DOB-based inner

loop is similar to the behavior of the nominal system.

It is acknowledged that there may be cases where not all states are observable or
where the designer may prefer to use a low-order DOB due to advantages such
as faster disturbance estimation and lower complexity. Therefore, to address these
design concerns, another study is being carried out that focuses on the design of a
reduced-order disturbance observer. The goal of this study is to provide a method
for designing a DOB that can estimate disturbances effectively with fewer states
while maintaining robustness against parametric uncertainties. Results from this study
provide insights into the design of reduced-order DOB filters that can be applied to a

wide range of practical engineering problems.
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APPENDIX A: Lemma-3 of the Paper "On the Kalman-Yakubovich-Popov Lemma"

Lemma [94] : Let F and G be complex matrices of the same size. Then;

1. FF* = GG™ if and only if there exists a matrix W such that WW* =1 and F = GW.
2. FF* < GG™ if and only if there exists a matrix W such that WW* <1 and F = GW.

3. FG* + GF* = 0 if and only if there exists a matrix W such that WW* = [ and
F(I+W)=G(I—W).

4. FG* + GF* > 0 if and only if there exists a matrix W such that WW* <[ and
F(I+W)=G(I—-W).

Proof [94]: The statements (3) and (4) follow from (1) and (2) respectively, by
replacement of F' and G with G — F and F + G. It remains to prove (1) and (2). Let
the size of F and G be kx/. Consider first (1) for square matrices, i.e. the case k = [.
Assuming that FF* = GG*, introduce the polar decompositions

F = HpWp (A.1)
G = HWg (A.2)

where Hr and Hg are hermitian and positive semi-definite, while Wr and Wg are
unitary. Then;
Hp = (FF")'/? = (GG")'/? = Hg (A.3)

so the unitary matrix W = W;Wr satisfies FF = GW.

The case k < [ follows immediately by extending F' and G with zero rows to square
matrices. If k > [4, then let F] be a submatrix of F' with the same rank, but a minimal
number of rows. Let G| be defined by the corresponding rows in Gi. Then FiF}" =
G1G7 and existence of a unitary matrix W such that F; = G;W follows as above. In
fact, since all rows of F' and G are linear combinations of the rows in F} and Gy, the
desired equality F = GW is proved as well.

To prove (2) from (1), note that FFx < GG*, if and only if there exists an H such that
[F H|[F H]* =[G 0][G 0]*. By (1), this is equivalent to existence of H and a unitary
matrix

woV]
(A4)
Ve X
such that,
1|\wW Vv
FoH|=G 0 (A.5)
v X
Such matrices exist if and only if ¥ = GW and W*W < I. So (2) is proved.
OJ

105



901

“(wR)sAs ureyraoun 1oy udsap gOd g 2seD) O noyim pue s sasuodsar daig : 1y aangdig

(s)awir
0T 6 8 L 9 S 14 € 4 T 0
I souebumsiq perewnsy | I I I I I I T 0
& V
—Hz 3
=h
1y w..
—9 @
—8
0T 6 8 L 9 S 14 € 4 T 0
0
[ sodequnisiq feuseixg | I I I I T T T >
—z3
°
v Z
o
— O (o]
—8
0T 6 8 L 9 S 14 € 4 T 0
0
, a0a yim wm:ormmm dais waishs I I I I [ I I T
szo Z
2
— S0 =
c
6.0 &
-1
0T 6 8 L 9 S 14 € 4 T 0
[ asuodsay dais Emum\aw dooq-uado I I [ I I T T T m
o>
—z3
1e=
1y m
—— = | m o
‘\\\\‘ —9

(wdISAS ureyddu) 104 u3sa gOd :Z 2seD) O INOYIIA pue Yip sasuodsay dais 1 XTIANAdIV



LOT

*(9SBD I9PIO-PaoNpal 10} U3ISAp GO € 2seD) O  Noyim pue yim sasuodsay daig : z'v 2an3di

swiL
0T 6 8 L 9 S 14 € Z T 0
f abueqimsiq parewnsy | I I 1 | T T S
i}\g — e- >
——————————————————— = —-1- 3
0 /= — T .m
e m.
_14q [v]
L
oT 6 8 L 9 S 14 € 14 T 0

f aduequnisiqg [Buiaixg T T T T

%

~NOUOLSTMNAO
apnijdwy

0T 6 8 L 9 S 14 € I T 0
[ a0a’yim indind waisAs T I I I I I I MO
1 2
¢t 3
12,5
— c
de <
Jge ®
-
0T 6 8 L 9 S 14 € Z T 0
" g0a nbyim INdIND waisks , , , , , T m.o
1 2
—_— — — — e ———— e ——— —_—— \W.Hnw
—7 g
Jee®
4

(958D 19pIQ-paonpay 104 udisag gOd :€ 258D) Od MOYIM pue I sdsuodsay das 1) XIANAIdV



108



CURRICULUM VITAE

Name Surname: Isa Eray AKYOL

EDUCATION:

e B.Sc.: 2014, Istanbul Technical University, Faculty of Electrical and Electronics
Engineering, Electrical Engineering

e B.Sc. (Double Major Programme): 2015, Istanbul Technical University, Faculty
of Electrical and Electronics Engineering, Control and Automation Engineering

e M.Sc.: 2016, Istanbul Technical University, Graduate School of Science
Engineering and Technology, Control and Automation Engineering Department

PROFESSIONAL EXPERIENCE AND REWARDS:

e 2015-2017 R&D Engineer, Arcelik R&D Centre

e 2017-2020 Software Development Engineer, Altinay Defence Technologies
e 2020-2021 Software Development Team Lead, Altinay Defence Technologies

e 2021-present Avionics System Advanced Lead Engineer, TUSAS Engine Industries

PEER REVIEWED JOURNAL PUBLICATIONS:

e Akyol, L.E., Soylemez, T.,2021. “Analysis of Disturbance Observer-Based Control
Systems via Spherical Polynomials",International Journal of Control, 2021.

INTERNATIONAL CONFERENCE PUBLICATIONS:

e Umit, M.E., Bas,M.E., Akyol,i.E.,Uludag, M.S.,Ecevit,A.B.,Aslan,A.R., 2012.
“TURKSAT 3USAT Kiip Uydusu igin Elektrik Gii¢ Sistemi Tasarlanmasi", Ulusal
Havacilik Konferansi, Hava Harp Okulu, Istanbul, Tiirkiye, 2012.

e Umit, M.E., Bag,M.E.,Akyol,i.E.,Uludag, M.S.,Ecevit,A.B., Aslan,A.R., 2012.
“Solar Emulator and Simulator Design for CUBESATS", IAC-12-C3, 4, 9, x15321,
63rd International Astronautical Congress, Naples, Italy, 2012.

e Umit, M.E., Bas, M.E., Akyol, LE., Uludag, M.S.Ecevit, A.B., Aslan,A.R.,
2013.“Indigenous Hardware-in-the-Loop Simulator Development for University
Satellites”, IAA-B9-0510P, 9th IAA Symposium on Small Satellites for Earth
Observation, Berlin, Germany, 2013

e Aslan,R. et. al, 2013. “Development of a LEO Communication CubeSat", 6th
International Conference Series on Recent Advances in Space Technologies-RAST,
Istanbul, Turkey,2013

109



Aslan,R ve digerleri, 2014. “QB50 Projesi Kapsaminda BEEAGLESAT Kiip
Uydusunun Gelistirilmesi"”, V. Ulusal Havacilik ve Uzay Konferansi, Erciyes
Universitesi, Kayseri, Tiirkiye, 2014

Aslan,R. et. al, 2014.“Development and in Orbit Testing of an X Ray Detector

Within a 2U Cubesat", 65th International Astronautical Congress, Toronto, Canada,
2014

Bas, M.E. et al, 2014.“Implementation of an On-Board Computerand a Modem

into a Single Subsystem for CubeSat ", 6th European CubeSat Symposium,
Estavayer-le-Lac, Switzerland, 14-16 October 2014

Aslan,R. et. al, 2015.“The Integration and Testing of BeEagleSat", 30th
International Symposium on Space Technology and Science, Kobe-Hyogo Japan,
(30th ISTS)(6th NSAT) , 4-10 July 2015

Bas, M.E. et al, 2015. “An On-Board Computer and a Beacon Modem into a Single
Subsystem for CubeSats", 7th European CubeSat Symposium, Liege, Belgium, 9 —
11 September 2015

Kalemci, E., et al, 2015. “Laboratory Performance of X-RAY Detector On
2U CubeSat BeEagleSAT", 66th International Astronautical Congress, Jerusalem,
Israel, 12-16 October 2015

AkyolL.E., Séylemez, T. 2017. “Position Sensorless Field Oriented Control of
IPMSM Under Parameter Uncertainties",IFAC Online papers, Volume 50, Issue 1,
Pages 14501-14506,July ,2017

Cetin,Y, Akyol,i.E., Biiyiikoztiirk, K., Kumbasar T., 2019. “Self-Commissioning
of Electrical Parameters for Sensorless IPMSM Drives"”, 11th International

Conference on Electrical and Electronics Engineering (ELECO), Bursa, Turkey,
2019

Cetin,Y, Akyol, LE., Biiyiikoztiirk, K., Kumbasar T., 2020. “Parameter Ilden-
tification and Auto-Tuning of IPMSM for Self-Commissioning”, Tth International

Conference on Electrical and Electronics Engineering (ICEEE), Antalya, Turkey,
2020

Akyol, I.E. and Soylemez, M.T. (2023) Analysis of disturbance observer-based
control systems via spherical polynomials, International Journal of Control, 96:2,
435-448, DOI: 10.1080/00207179.2021.2000030

110



	FOREWORD
	TABLE OF CONTENTS
	ABBREVIATIONS
	SYMBOLS
	LIST OF TABLES
	LIST OF FIGURES
	SUMMARY
	ÖZET
	1. INTRODUCTION
	Motivation
	Literature Review
	Robust control
	Disturbance observer
	Eigenstructure assignment for robust control
	Disturbance observer design

	Goal and Unique Aspect of the Thesis
	Structure of the Thesis

	2. ANALYSIS OF DOB BASED SYSTEM WITH PARAMETER UNCERTAINTY
	Preliminaries
	Machinary
	Spherical versus box representation
	Value set for spherical polynomials


	Interval Polynomials
	Case-1: Same orders of  P(s) and Pn(s)
	Case-2: Low-ordered  Pn  case

	Affine Linear Polynomials
	Minimum-phase plant case
	Non-minimum phase plant case

	Conclusion

	3. GUARDIAN MAP FOR ROBUST D-STABILITY
	State of the Art
	An Approach for Robust Stability
	Uncertain matrices

	Guardian Map Based Disturbance Observer Design For D-Stability
	Path to a new guardian map
	The proposed guardian map

	State Feedback Controller Design
	Case study: State feedback controller design

	State Space Representation of DOB
	Case study: Design of the DOB based on a new guardian map
	Conclusion


	4. DISTURBANCE OBSERVER DESIGN BY EXTENDED LOOSE EIGENSTRUCTURE ASSIGNMENT FOR DISJOINT D-REGION STABILITY
	Introduction
	Preliminaries
	Eigenstructure assignement approach
	Previously proposed method

	Problem Formulation
	Main Results
	Design steps
	Design of disturbance observer in the presence of the parametric uncertainty 
	Disturbance observer design for reduced-order case

	Case Studies
	Case-1: Design example for nominal system
	Case 2: Design example for an uncertain system
	Case 3: Design example for reduced-order case

	Conclusion

	5. CONCLUSION
	REFERENCES
	APPENDICES
	APPENDIX A: Lemma-3 of the Paper "On the Kalman-Yakubovich-Popov Lemma"
	APPENDIX B: Step Responses With and Without DOB (Case 2: DOB Design For Uncertain System)
	APPENDIX C: Step Responses With and Without DOB (Case 3: DOB Design For Reduced-Order Case)

	CURRICULUM VITAE




